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Abstract of the Dissertation

Isolated Direct Double Photon Production in
pp collisions at

p
s = 1.8 TeV with the

D� Detector

by

Wei Chen

1997

This thesis reports a measurement of direct double-photon pro-

duction, pp !  + X, in pp collisions at
p
s =1.8 TeV with

the D� detector. The data sample corresponds to an integrated

luminosity
R Ldt = 82:36 � 4:40pb�1. We observe 333 double-

photon candidate events in the region j�1j < 1:0; j�2j < 1:0; E1
T >

14:0GeV;E2
T > 13:0GeV . This implies a production cross section

� = 8:7� 1:5(stat)+2:9
�3:4(syst)pb, The four di�erential cross sections,

d�=dE
T , d�=dM

 , d�=dP 
T and d�=d�� , are compared to the

NLO QCD, the Resummed QCD(RESBOS) and the PYTHIA cal-

culations. At the high Q2 region (corresponding to large P 
T ),

data agree well with the NLO calculation. At the low Q2 region

(corresponding to small P 
T ), the data show reasonable agreement

with the Resummed QCD calculation.
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Chapter 1

QCD and Direct Photon Physics

1.1 The Standard Model

The standard model of elementary particles and their fundamental in-

teractions (see Table 1.1) has been repeatedly demonstrated to be a good

description of nature at the subnuclear energy scale. The fundamental con-

stituents are six quarks and six leptons. They are all fermions, and can be

grouped into three generations. It remains a great puzzle why nature chooses

to repeat itself in three generations or more. Recently the precise measure-

ment of the width of the Z boson at LEP1 and SLD2 shows that there are

only three species of neutrinos with masses < mZ=2 [1, pp.286]).

These constituents interact through four fundamental forces: strong, uni-

�ed electroweak and gravitational. The �rst three interactions are transmitted

by exchange of gauge bosons, which are described by Yang-Mills gauge �eld

1
LEP for Large Electron Positron Collider

2
SLD for Stanford Linear Collider



2 CHAPTER 1. QCD AND DIRECT PHOTON PHYSICS

FERMIONS
(matter constituents)

Leptons (spin=1/2) Quarks (spin=1/2)
Flavor Mass Electric Flavor Appr.Mass Electric

(GeV=c2) Charge (Gev=c2) Charge

1st gener. �e <7�10�9 0 u 0:005 2=3

e 0:000511 -1 d 0:01 �1=3
2nd gener. �� < 0:0003 0 c 1:5 2=3

� 0:106 -1 s 0:2 �1=3
3rd gener. ��

a < 0:03 0 t 175 2=3

� 1:7771 -1 b 4:7 �1=3
FOUR INTERACTIONS

Gauge Bosons as Force Carriers

Interaction Gauge Mass Electric Spin- Coupling

Bosons (GeV=c2) Charge parity Constant

Strong g(gluon) 0 0 1� �s � 1

(photon) 0 0 1� �EM=1=137

Uni�ed W+ 80.33 +1 1� 1.02�10�5
Electroweak W� 80.33 -1 1� 1.02�10�5

Z0 91.187 0 1+ 1.02�10�5
Gravity gravitonb 0 0 2+ 0.53�10�38

HIGGS BOSON
breaking EW symmetry

Hb(higgs) >67 0 0 ?

Table 1.1: The Fundamental Particles and Interactions in the Standard Model
[1, pp.19-23]

anot directly observed

bnot observed



1.1. THE STANDARD MODEL 3

theories. The uni�ed electroweak interaction is, described by a spontaneously-

symmetry-broken SU(2)�U(1) gauge theory [2], and the strong interaction by

an unbroken SU(3) color gauge theory, known as quantum chromodynamics

(QCD). [2, 3]

The standard model has been extremely successful. The electroweak in-

teraction has a weak coupling (less than 1), and can be calculated by making

a perturbative expansion in the order of the coupling. Nearly all the elec-

troweak theory predictions have been beautifully con�rmed by experiments.

Unlike the electroweak interaction, the strong interaction has a strong cou-

pling, �s � 1, and therefore can a priori not be calculated by perturbative

expansion. In this context, Regge theory and S matrix approach and various

other non-perturbative developments ourished. Only in the early seventies,

many developments in gauge �eld theory and the renormalization group led

to the concept of \running" e�ective coupling and asymptotic freedom [4, 5].

Asymptotic freedom is a perturbative concept and makes it feasible to calcu-

late a substantial number of large momentum Q2 transfer (e.g. short distance)

processes by perturbative QCD (pQCD in brief) (for a detailed review about

pQCD, see [3]). Even with little knowledge about the contributions from

higher orders, the perturbative QCD calculations have agreed reasonably well

with experimental tests of the strong interaction, though a lot of work, both

theoretical and experimental, remains to be done.
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Figure 1.1: The quark momentum probability density functions (PDF)

1.2 The Parton Model and QuantumChromo-

dynamics

1.2.1 Hadron Colliders

Experimentally, there are two ways to produce high energy processes. We

can accelerate one beam to high energy and then let it hit a stationary target,

or accelerate two beams to high energy and let them collide with each other

Figure 1.2: The gluon momentum probability density function (PDF)
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head-on. The available center-of-mass energy is
p
s =

p
4EAEB for colliding

beam experiments and
p
s =

p
2EAmB for �xed target experiments, where EA,

EB are the beam energy and mB the mass of the target.
p
s grows linearly

with the beam energy in collider experiments, and increases only as the square

root of the beam energy in �xed target experiments.

Colliders are therefore more e�cient to reach the higher energy frontier,

and provide possibilities of �nding new phenomena and particles. The pp col-

lider at CERN reached the highest center-of-mass energy
p
s = 630 GeV at

the time when the W and Z bosons were discovered [6]. During 1992 to 1995,

the pp collider at Fermilab had a successful run at the highest energy
p
s =

1800 GeV and discovered the Top quark [7, 8]. In addition, the Fermilab col-

lider has produced hundreds of thousands of high Q2 events(here Q2 = �t2),
which can help us to understand perturbative QCD.

1.2.2 The Parton Model

Around 1968, deep-inelastic electron-nucleon scattering experiments at

SLAC [9, 10] showed that the structure functions of the nucleon exhibited

approximate \scaling". The scaling phenomenon can be interpreted if the

scattering nucleon contains pointlike particles [11, 12]. This assumption is

known as the Bjorken scaling hypothesis. In physical terms, Feynman proposed

the parton model [14] which viewed the nucleons as consisting of structureless

constituents that are nearly free from each other and each carries a fraction

of nucleon energy as xP �. Later, the pointlike constituents were identi�ed as



6 CHAPTER 1. QCD AND DIRECT PHOTON PHYSICS

P

P
–

Fa/P

Fb/P
–

DC/c

DD/d

a

b

c

d

soft g
luons

Initial Stage Final Stage

Figure 1.3: A schematic picture of pp collision. The initial partons a and b
are carrying longitudinal momentum Pz = xP according to parton density
functions Fa=P (xa; Q

2
a) and Fb=P (xb; Q

2
b). They radiate soft gluons before the

collision. The hard scattering between the incoming partons a and b takes a
shorter time than the �nal stage of fragmentation. The hard collision therefore
can be treated separately from the �nal stage processes and be described by
a simple 2 ! 2 cross section d�(ab ! cd). The partons c and d, emerging
after collision, recombine with the rest of partons and fragment into hadrons
according to fragmentation functions DC=c(zc) and DD=d(zd), where z is the
fraction of hadron momentum. The observed cross section is the parton cross
section convoluted with the initial state PDF's and the �nal state fragmenta-
tion function.

quarks and gluons, which cannot exist in isolation. They can only appear in

a colorless bound state, known as the \con�nement" hypothesis.

Using this parton model, let us imagine what happens when a proton

collides with an antiproton. Both proton and antiproton are made of partons

(see �g. 1.3). The basic assumption is that the collision occurs in two inde-

pendent stages. First two partons, one from each hadron, are scattered, the

hard collision time being t1 � �h=�, where � is the energy transfer during the
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scattering. Over a much longer time, the partons, having emerged from hard

scattering, recombine to form the �nal hadronic states, through very compli-

cated processes of fragmentation and hadronization. The recombination takes

place over a long time scale and can be treated separately from the initial col-

lision. The cross section therefore depends �rst and foremost on the dynamics

of the initial stage, and only weakly on the complexity of the �nal state. This

turns out to be a good assumption.

The probability that a parton carries a fraction x of its parent hadron's

momentum is given by the probability density function F (x;Q2), called a PDF.

The PDF function is parametrized and �tted to a large set of experimental

data. Take the proton as an example. Its partons are identi�ed as three valence

quarks, uud, and a sea of virtual quark-antiquark pairs and gluons. Figures 1.1

and 1.2 show one set of PDF s, CTEQ4M [13]. For �nal state hadrons, the

fragmentation function DC=c(zc) is de�ned as the probability for parton c to

produce a hadron C carrying a fraction zc of parton c momentum. The overall

cross section, for the process shown in �g. 1.3, is the hard-scattering matrix

element convoluted with the PDF's and the fragmentation functions:

EC
d�

d3pC
(pp! C +X) =

X
abcd

Z
dxadxbdzcFa=P (xa; Q

2)Fb=P (xb; Q
2)

� ŝ

z2c�

d�

dt̂
(ab! cd) �DC=c(zc)�(ŝ+ t̂+ û): (1.1)

where EC and pC are the energy and momentum of the �nal state hadron C.

ŝ, t̂ and û are the partonic s, t and u, de�ned as:

ŝ = (xapp + xbpp)
2, t̂ = (xapp � 1

zc
pC)2, û = (xapp � pd)2
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Here Q2 is the momentum transfer involved in the hard scattering.

1.2.3 Perturbative QCD and Sudakov Resummation

Historically, QCD emerged in the 1960s when the quark model was pro-

posed by Gell-Mann [15] and Zweig [16]. Out of the quark model grew the

idea of color as a new quantum number. Three di�erent kinds of colors were

needed to explain hadron spectroscopy. The color idea was then extended to a

SU(3) quantum gauge �eld theory, quantum chromodynamics, where the color

quantum number was treated analogous to isospin [17, 18]. In QCD, the color

charge, like the electric charge, interacts with other color carriers by exchange

of gauge bosons: gluons. There are eight types of gluons in total.

Experimentally electron-positron annihilation at high energy, say above

10 GeV CMS energy, provides the most convincing evidence for the quark-

parton model and the three-color hypothesis (for a good review, see [19]). Let

us measure the processes e+e� ! hadrons and e+e� ! �+��. When we

take the ratio of two cross sections, de�ned as

Ratio =
�(e+e� ! hadrons)

�(e+e� ! �+��)
(1.2)

the ratio behaves roughly as a step function in the center-of-mass energy. Theo-

retically the leading order contribution is from the electromagnetic interaction,

and the ratio can be simply expressed as

Ratio =

P
quark i e

2
i

1
(1.3)

where ei is the electric charge of quark i.
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The Ratio grows with the center-of-mass energy, depending upon the num-

ber of quark-antiquark pairs which the center-of-mass energy is able to excite.

For
p
s > 10 GeV,

Ratio(
p
s > 10GeV ) = (

2

3
)2 + (

1

3
)2 + (

2

3
)2 + (

1

3
)2 + (

1

3
)2 =

11

9
(1.4)

where the experimental data at
p
s > 10 GeV are consistent with a constant,

having a value equal to 11
3
. The introduction of three colors for each quark, as

an additional quantum number, increases the theoretical ratio by a factor of

3 and brings the quark-parton model prediction into line with experiment.

The success of QCD can be summarized by two terms: asymptotic free-

dom [4, 5] and con�nement. Asymptotic freedom refers to the weakness of

the short-distance interaction, while the con�nement follows the force's ever-

increasing strength at long distance. QCD can accomodate these unusual

features. The e�ective strong coupling �s \runs" as the momentum transfer

Q2 grows.

Because the coupling constant �s is weak at short distance, any physical

quantity can be expanded in orders of �s with a certain degree of caution.

Perturbative QCD calculation can only be applied to a class of experimental

quantities to which asymptotic freedom may be applied consistently. Those

quantities are infrared safe [20], which means they do not depend upon the

long-distance behavior of QCD.

Since the discovery of asymptotic freedom, a lot of work has been car-

ried out to calculate various cross sections at �xed order of �s, like leading

order (LO) and next-to-leading order (NLO) calculations. In the process,
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it was realized that some calculations can be better done if we can reorga-

nize the perturbative series to identify and calculate infrared safe quantities.

One approach to reorganize the series is to use various resummation tech-

niques [21, 22, 23, 24]. It is because of two basic ideas, factorization and

evolution of QCD, that perturbative QCD can be used to make predictions.

Factorization enables us to factor long-distance from short-distance depen-

dence, and keep the physical quantities infrared safe. Evolution allows the

parton distribution functions F2(x;Q2) to be moved to the high Q2 scale (where

pQCD can be applied) from the low Q2 region, and therefore perturbative cal-

culation is feasible. The evolution is described by the Altarelli-Parisi evolution

equations [25].

Sudakov Resummation

Here I will briey describe one resummation scheme, Sudakov resum-

mation [22]. For direct double-photon production, we de�ne qT as qT =

j ~E1
T + ~E2

T j. The basic idea is that the perturbative expansion becomes in-

frared divergent at low qT . As qT ! 0, the dominant contributions to the cross

section can be written in the form:

d�

dq2T
� �s

q2T
ln(

Q2

q2T
)[v1 + v2�s ln

2(
Q2

q2T
) + v3�

2
s ln

4(
Q2

q2T
) + :::] (1.5)

These correspond to the processes in which multiple soft gluons contribute to

the cross section. The resummation of all the large logarithms gives a Sudakov

form factor and keeps the cross section infrared safe at qT ! 0. The formalism

was developed by Collins, Soper and Sterman [22]. By using their prescription,
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the cross section can be written as two parts, the resummation part Yr and

the �nite one Yf . The resummed part Yr is given as:

Yr(q
2
T ; Q

2; y; �)

= �(Q2 � q2T )� 1
2�

R
bdbJ0(qTb)

P
c;d[F

NP (Q; b; xc; xd)

�Wcd(Q; b�; �)f
0

c=A(xc; �(b�))f
0

d=B(xd; �(b�))] (1.6)

where c and d are the parton labels, and A and B are the initial state particle

labels. Wcd(Q; b�; �) = exp[S(b;Q)]H(0)
cd (�). The �nite part Yf is small. The

Sudakov form factor S(b,Q) is expressed as

S(b;Q) =
Z
b2
0
=b2

Q2d�
2

�2

"
ln

 
Q2

�2

!
A(�s(�)) +B(�s(�))

#
(1.7)

where A and B are known coe�cients [27]. A detailed description of the above

equations can be found in [29].

All coe�cients are known except the non-perturbative function FNP
ab (Q; b; xA; xB).

Ladinsky and Yuan proposed one parametrization for the function [26]

FNP (Q; b; xA; xB) = exp(�[g2b2 ln( Q

2Q0
) + g1b

2 + g1g3b ln(
�

�0
)]) (1.8)

where the parameters were determined by �tting to two Drell-Yan experiments

E288 and R209. Their values in the above paper [26] are as

�0 = 0:01; Q0 = 1:6GeV; blim = 0:5GeV �1

g1 = 0:11+0:04
�0:03GeV

2; g2 = 0:58+0:1
�0:2GeV

2; g3 = �1:5+0:1�0:1GeV
�1

Using the above formalism, a Monte Carlo program, RESBOS [28, 29],

has been developed so that experimentalists can apply cuts and compare the

resummed calculation to data.
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Figure 1.4: Direct Photon Production at pp (pp! X) , to the left the compton
and to the right the annihilation subprocess.

1.3 Direct Photon Physics

1.3.1 Theory

Direct photon production refers to the processes where the �nal state pho-

tons are produced directly from hard scattering of incoming partons, not from

secondary decays(for review, see [30, 31]). Direct single photon production

has two subprocesses, gq ! q (compton) and qq! g (annihilation), at the

lowest order O(��s) [see Fig. 1.4]. At
p
s = 1800 GeV, the parton xT (de�ned

as xT = 2pT=
p
s, where pT is the transverse momentum of the parton) is in

the range of 0.01 � 0.1. When the direct photon is constrained to the central

region (requiring j�j less than 1.1), the corresponding parton x falls between

0.01 and 0.17. Fig. 1.1 and Fig. 1.2 show the gluon content is larger than the

quark content of the proton in this region. In Fig. 1.4, the gluon distribution

enters at the lowest order, while, in deeply inelastic scattering (DIS) and Drell-

Yan production, the gluon distribution contributes to the structure functions

only in the next-to-leading order. Direct single photon data is therefore very

sensitive to gluons, and can be used to constrain the gluon distribution PDF's
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(see [3], pp.222).

Double-Photon Production

In addition to direct single photon production, there is the direct double-

photon production. At a pp collider, the double-photon �nal state is clean and

well de�ned regarding the photon's energy and angle, unlike the jet �nal state

which is messy due to fragmentaion and can only be de�ned given a certain jet

reconstruction algorithm. It has long been recognized as an important process

for testing the parton model, the short distance dynamics of quarks and gluons,

and QCD [32, 33]. In Figure 1.5, the Born process is just a QED(Quantum

Electrodynamics) interaction and its cross section is proportional to the fourth

power of the charge of the hard-colliding quark. If there was a way to isolate

this subprocess, it would be possible to measure the fourth power of the quark

charges by comparing the rate with that for single photon produced by the

subprocess qq ! g. However, the other subprocess, illustrated as the box

diagram in Figure 1.5, is comparable to it or even larger at low xT values.

In the pp collider at
p
s = 1800 GeV at Tevatron, the direct double-photon

events have one photon pT ranging from 10 to 50 GeV/c, equivalent to an xT

range from 0.011 to 0.055. In �gure 1.1 (quark PDF) and �gure 1.2 (gluon

PDF), the gluon content is nearly ten times the quark content at x = 0:02. If

this subprocess can be isolated, it can provide a useful constraint on the gluon

PDF. Two complete NLO QCD calculations of double-photon production have

been presented by Aurenche et al. [34] and Bailey et al. [35].

Besides the usual variables one photon ET and double-photon mass, it
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Figure 1.5: The NLO QCD contributions to direct double-photon production
at the pp collider.
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is specially interesting to study the transverse momentum imbalance of the

double-photon system, de�ned as pT = j ~p1T + ~p2Tj. Around pT = 0, the cross

section is ill-de�ned in both LO and NLO calculations. Higher order con-

tributions become important. The cross section near pT = 0 is sensitive to

multiple soft gluon radiation, and is the region in which the soft gluon re-

summation [36, 28] can be tested and its parameters get constrained. It is

also interesting to study ��, de�ned as �� = j�1 � �2j, of the double-photon
system, where � is the angle of each photon. When �� is far from � (back-

to-back), the cross section only arises from the extra jet produced in the NLO

calculation and is very sensitive in testing the NLO QCD prediction.

Another extremely important motivation for understanding QCD direct

double-photon production has to do with the Standard Model(SM) Higgs bo-

son search at LHC (Large Hadron Collider). In the intermediate mass range

80 � MH � 150 GeV, the decay mode H !  will be the most promis-

ing channel to discover the SM Higgs boson. For this purpose, an accurate

prediction of the QCD direct double-photon background is mandatory. The

pp collider at the Tevatron is the ideal place to measure this QCD process,

and helps to improve the QCD prediction at the LHC.

1.3.2 Experimental Tests of Direct Double-Photon Pro-

duction

Ever since 1982, several experimental collaborations have observed and

published direct double-photon production results in hadron-hadron collisions,
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Experi Beams
p
s integ.L pmin

T xmin
T Num  Events

-ment GeV pb�1 GeV=c (Stat.Signi�.)

R806 pp collision 63 80 2.0 0.0635 31 � 16

( 1.9 � )

AFS pp collision 63 15 1.1 0.0349 23 � 11

( 2.1 � )

NA3 p, �+, �� beams 19.4 ? 1.8 0.185 1.48 � 0.38

on a carbon target ( 3.9 � )

WA70 �� beam on 22.9 7.7 p1T > 3:0, 0.240 138 � 23

a hydrogen target p2T > 2:75 ( 6.0 � )

UA1 pp collision 630 0.567 12 0.0381 6 � 2.7

( 2.2 � )

UA2 pp collision 630 13.2 p1T > 10 0.0286 58.2 � 13.4

p2T > 9 ( 4.3 � )

CDF pp collision 1800 4.3 10 0.0111 86 � 27 +32
�27

( 2.2 � )

This(D�) pp collision 1800 82.36 p1T > 14:, 0.0144 180 � 31 +60
�70

p2T > 13: ( 2.5 � )

Table 1.2: Various experiments have measured double direct photon produc-
tion in hadron-hadron collisions

by using di�erent beams and targets [31, 30]. Table 1.2 lists the relevant

parameters for those experiments.

The R806 collaboration, in 1982, reported the �rst evidence of direct

double-photon production at the CERN Intersecting Storage Rings (ISR) [37].

They presented a cross section of d2�=dmdyjy=0 = 8 � 4 pb/GeV/c2 for

8 � m � 11 GeV/c2(where m is the mass of the photon pair and y is
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the rapidity of the pair system), and a ratio =e+e� = 1.7 � 1. A lit-

tle later in 1986 at the CERN ISR, the AFS collaboration measured the

same process [38]. They reported a positive  signal with a cross section

of d2�=dmdyjy=0 = 5:5� 2:7pb=GeV=c2 for 4 � m � 6 GeV/c2 and a ratio

of =e+e� = 4.0 � 3.0. At the CERN Super Proton Synchrotron (SPS) in

1985, the NA3 collaboration measured double-photon production using various

beams incident on a �xed target. They reported a cross section 1.48 � 0.38

pb for pT > 1.8 GeV/c [39]. The signal is more than three standard deviations

from zero. Later in 1989 at the CERN SPS, the WA70 collaboration used a

�� beam bombarding a hydrogen target and observed a signal of six standard

deviations, with a cross section 54 � 9 pb for pT > 3.0 GeV/c [40].

After the pp collider was turned on at the CERN SPS, the UA1 collabo-

ration collected a small data sample in 1988, corresponding to an integrated

luminosity of 567 nb�1. They reported six  candidates with one background.

Their cross section is 38 � 19 � 10 pb for ET > 12 GeV [41]. Much later in

1992 at the same collider, the UA2 collaboration presented a double-photon

measurement with their upgraded detector and a large data sample with 13.2

pb�1 [42]. They observed a  signal with a signi�cance of 4.3 standard de-

viations. The d�=dpT , measured by UA2, shows good agreement with NLO

QCD prediction. At the Fermilab Tevatron collider in 1993, the CDF collabo-

ration presented the double-photon cross section to be 86 � 27(stat) +32
�23(syst)

pb [43]. With its high
p
s (1800 GeV), the Tevatron collider can probe the

region of low xT , ranging from 0.01 to 0.04, and high Q2, where perturbative

QCD is found to work well.
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Experiment Analysis Method

R806 EGS Monte Carlo simulating  �0, Rs=R�
a > 1

AFS Highly segmented NaI crystal walls, able to resolve �0 ! 

NA3 A MWPCb inside the calorimeter, using conversion probability matrix

WA70 A �nely-grained calorimeter, both  and �0 modeled

by a detailed Monte Carlo

UA1 Applying isolation cuts : ET between R=0.7 and R=0.4 < 2 or 10%c,

and longitudinal shower pro�le �tting

UA2 A preshower detector, by using conversion probability, extracting

the photon fraction f statistically

CDF A strip MWPC embedded in the calorimeter,

transverse shower pro�le �2 used

This(D�) A �ne-segmented calorimeter,

�tting longitudinal shower pro�le

Table 1.3: Various analysis techniques used to extract photon signal from the
overwhelming background

a
Rs and R� are characteristic quantities for signal and background showers re-

spectively, see [37] for de�nition

bMWPC for multi-wire proportional chamber

cR is an isolation cone, see Fig.3.2 for its de�nition
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In hadron-hadron collisions, the direct photon signal is contaminated by

jet background, in which jets fragment into single energetic �0 or � and some

soft particles. Table 1.3 lists the various methods which are used by the dif-

ferent experiments(Table 1.2) to separate signals from background and extract

the signal fraction.

In this thesis, a high statistics data set, the integrated luminosity L =

82.36 pb�1, accumulated during Fermilab Tevatron collider 1994-1995 run, is

used to study double-photon production with the D� detector. The plan for

this thesis is as follows. Chapter 1 describes the physics motivation. Chap-

ter 2 describes in detail the D� detector and each subdetector. Chapter 3

presents the algorithms and methods with which the particles and jets are

reconstructed. Chapter 4 describes the core of the analysis, the data selec-

tion, the e�ciency determination and the background subtraction. Chapter 5

presents the �nal di�erential cross section results, d�=dE
T , d�=dM

 , d�=dpT

and d�=d��. The last chapter, Chapter 6, gives conclusion and summary.
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Chapter 2

Experimental Apparatus

This chapter presents a description of the Fermilab Tevatron pp collider

complex and the D� detector. A complete and `o�cial' reference of the D�

detector can be found elsewhere [44]

2.1 The Fermilab pp Collider Complex

2.1.1 Accelerator Concepts

All accelerators employ electric �elds to accelerate charged particles to

high energy [45]. The energy gained by a charged particle is �E = Q � V ,

where V is the voltage gap of each accelerating electric �eld. The simplest

accelerator is a d.c. high-voltage source, which can only achieve beam en-

ergy up to near 20 MeV. For higher energy, a high frequency a.c. voltage is

implemented. In practice nowadays, microwave frequencies are employed to

accelerate electrons and protons above MeV energies. It is accomplished either

in a linear accelerator(linac), with a succession of accelerating elements in line,
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or in the cyclic accelerator (synchrotron), by arranging particles to traverse a

RF voltage repeatedly in a ring.

A linac [46, 47] consists of an evacuated pipe containing a series of drift

tubes. Alternate tubes attach to either side of a radiofrequency (RF ) voltage.

The charged particles will get continous acceleration if the length of a drift

tube is so chosen that the particles traverse the gap when the �eld force in

the gap is along the direction of the particles. Such proton linacs are used

as injectors for the later stages of cyclic accelerators. The �nal beam energy

depends upon the voltage per cavity and the total linac length.

Most modern accelerators are circular. Charged particles are constrained

in a vacuum pipe in the ring which is surrounded by magnets. The particles

are accelerated by RF cavities once or a number of times per revolution. For a

proton of momentum p, the magnetic �eld has to have a value of B (in Tesla)

to keep the proton on a circular path of radius R (in meter):

p = 0:3 �B �R (2.1)

Both the �eld B and the RF frequency must increase and be synchronized

with the particle momentum as it increases, from which comes the term syn-

chrotron [46, 47]. The maximum energy a particle can reach at a synchrotron

is determined by the ring radius R and the maximum �eld B.

2.1.2 The Tevatron pp collider

The Tevatron, located near Chicago, is the world's �rst superconducting

proton synchrotron [49, 50, 48]. The superconducting Tevatron magnets can



2.1. THE FERMILAB PP COLLIDER COMPLEX 23

Tevatron

Main Ring

DO detector

CDF

AO

BO

CO

DO

EO

FO

MR P Injection

Booster

PreAcc

LinacPBar
Debuncher

PBar
Accum

PBar
Target

Tevatron
    RF

Main Ring RF

PBar Injection

Tevtron
Injection

P and PBar
Aborts

PBar 

P

Tevatron Extraction
for Fixed Target Experiments

Figure 2.1: Schematic layout of the tevatron complex at Fermilab [48]



24 CHAPTER 2. EXPERIMENTAL APPARATUS

deliver a magnetic �eld (up to 5 T) more than three times as strong as its

conventional counterpart, as the main ring, in the same tunnel of a radius

R = 1 km (see �g. 2.1). According to equation 2.1, protons can be accelerated

to 3 times or more higher energy at the Tevatron.

The proton beam originates from H� ions which are released and acceler-

ated to 750 KeV by an electrostatic Cockroft-Walton accelerator, part of the

PreAccelerator (see �g. 2.1). The H� ions are bunched and transported to a

150 m long linac, which boosts the energy of the ions to 400 MeV. The ions

then pass through a carbon foil, which strips o� the electrons and extracts

the bare protons from the ions. The remaining protons are guided into the

booster, a synchrotron of 159 m diameter, where the proton is propelled to 8

GeV. The protons are then injected into the main ring, which is a large syn-

chrotron of radius 1 km, composed of conventional copper-coil magnets. Here

the protons are boosted to an energy of 150 GeV.

Unlike the positron e+, an intense beam of antiprotons p is much more

di�cult to generate. Fermilab creates antiprotons by extracting the protons

from the main ring and smashing them onto a copper target. The antiprotons

produced are guided into the �rst antiproton storage ring, known as the De-

buncher, where they are cooled by debunching and stochastic cooling [51, 52].

Then they are sent to another storage ring, the Accumulator, to be cooled

further for several hours until the antiproton number per bunch reaches the

order of 50 - 150 � 1010. A portion of the stored antiprotons is transferred to

the main ring to be accelerated to 150 GeV.
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Just below the main ring, in the same accelerator tunnel, lies a super-

conducting proton synchrotron, the Tevatron [50]. The Tevatron can boost

protons or antiprotons to a maximum energy of 900 GeV (upgrades to the

cryogenic system are expected to increase the maximum magnetic �eld B and

to raise the maximum energy to 1000 GeV). The protons and antiprotons are

injected out of the main ring into the Tevatron and squeezed into bunches.

Before a \shot", the Tevatron ring is �lled with six bunches of protons and six

bunches of antiprotons, traveling in opposite directions at nearly the speed of

light. The bunches of protons and antiprotons are accelerated to the maximum

energy of 900 GeV and allowed to collide at the two collision points B� and

D� every 3.5 �s. Each store lasts for about 20 hours.

2.1.3 Collider Luminosity

Though collider machines are more e�cient at reaching high CMS energy

(see Section 1.2.1), they possess some disadvantages. The beams must be

stable, and the luminosity is much lower than at the �xed-target machines.

For two oppositely moving beams, the interaction rate is given by:

R = �L (2.2)

where � is the cross-section and L, as the luminosity, is given by:

L = fn
N1N2

A
(2.3)

where N1 and N2 are the numbers of particles in each bunch, n is the number

of bunches in either beam around the ring, f the revolution frequency, and
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A the cross-sectional area of the beams. L typically has a value near 1030

cm�2s�1.

At D�, the instantaneous luminosity is measured by the Level-� coun-

ters [53]. When the Level-� counters register a �ring rate RL�, the luminosity

is simply given as:

L =
RL�

�L�
(2.4)

where �L�, known as luminosity monitor constant, is the pp cross section

visible to the Level-� system.

The total pp cross section is composed of two major contributions, elastic

and inelastic:

�pp = �el + �inel (2.5)

where the inelastic processes include single di�ractive (SD), hard core (HC),

and double di�ractive (DD),

�inel = �SD + �HC + �DD (2.6)

The D� Level-� system has a di�erent geometric acceptance for each of the

processes. The counters are also not 100% e�cient when they are hit. Taking

into account all the e�ects, the visible total cross section to the D� Level-

� system, i.e. the luminosity monitor constant, can be measured as:

�L� = �L�(�SD�SD + �DD�DD + �HC�HC) (2.7)

where �L� is the e�ciency of the level-�counters. The cross sections �SD,

�DD and �HC are the measurements of the experiments E710 and CDF (for

original references for the two measurements, please see [53]). D� use the
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world-average values of the two available sets of the cross sections. For accep-

tance studies, two Monte Carlo samples with di�erent physics processes were

generated and put through the D� detector simulation. Real D� zero-bias

data are then used to determine the overall Level-� �ring e�ciency, where

zero-bias data are collected when no beam is present. A detailed list of all

values and errors is given in [54, 55]. The resulting D� luminosity monitor

constant is given as:

�L� = 46:7 � 2:5mb (2.8)

In order to determine the cross section for a physics process, we usually

run an experiment over a period of time and count the total number of events.

It is given by:

N =
Z
�Ldt = �(

Z
Ldt) (2.9)

The quantity
R Ldt is the integrated luminosity. The integrated luminosity for

this analysis is 82.36 � 4.40 pb�1.

2.2 The D� Detector

The D� detector is one of two detectors designed to study high energy

pp collisions at the Tevatron (see �g. 2.1). The D� detector is located at the

collision point D� in the Tevatron (�g. 2.1), and the other detector, CDF, is

at B�.

Because of the high energy processes at a pp collider, the D� detector has

to have su�cient depth to fully contain the high PT particles which interact
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Figure 2.2: An isometric view of the D� detector
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with materials, like electrons, photons and jets, in each event. It also must

employ a variety of detector techniques to measure and characterize these

particles. The resulting detector is very complex, large and expensive, and

takes hundreds of people and years of work to build. It is designed to be a

general purpose detector, covering a wide range of physics topics, rather than

being optimized for a single physics purpose. Driven by the type of physics

to be studied, the D� detector was optimized for high pT phenomena and

high mass states, focussing upon the detection of electrons, muons, jets and

missing transverse energy. It consists of three major parts, the central tracking

systems immediately surrounding the collision point, the calorimeters in the

middle, and the muon systems outside the calorimeters (see Fig. 2.2).

2.2.1 Coordinate Systems at D�

The D� coordinate system is right-handed, where the positive z direction

is aligned along the proton beam direction, and the positive x lies in the plane

of the Tevatron ring and points outward from the center of the ring. Typical

de�nitions for spherical coordinates (r,�,�) or cylindrical (r,�,z) are used. For

example, � = 0 points along the positive x and � = 0 along the positive z.

For highly relativistic processes, a quantity �, known as the pseudorapid-

ity, is used in general, rather than the angle �. It is de�ned as (for detail, see

the kinematics chapter of [1]):

� = � ln(tan
�

2
) (2.10)

In a pp collider experiment, the longitudinal momenta of the colliding
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partons along the beam pipe are unknown. However, the transverse momenta

can be well measured, and the vector sum of them must be conserved to be

close to zero. It is therefore convenient to de�ne the transverse momentum PT

as:

PT = P � sin(�) (2.11)

2.3 Central Detectors

The central detectors are comprised of the central tracking systems and

the transition radiation detector (TRD). The layout of these detectors are

shown in Fig. 2.3. The vertex drift chamber (VTX) immediately surrounds the

beryllium beam pipe, and the transition radiation detector (TRD) is located

outside the VTX to provide electron identi�cation. Outside the TRD, there

are the central drift chamber (CDC) and two forward drift chambers (FDC)

to provide high tracking e�ciency. Further details can be found in [56].

Since D� is a non-magnetic detector, the tracking chambers don't need to

measure the momenta of charged particles. All tracks are straight, regardless

of whether the track is associated with a high momentum or a low momentum

particle. The design goal is therefore to emphasize primarily on high track-

ing reconstruction e�ciency, good spatial resolution and two-track resolving

power, and good ionization energy (dE=dx) measurement which can be used

to distinguish a single electron from a converted e+e� pair (mainly from  or

�0 or � decay).
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Figure 2.3: Side view of the central tracking systems and the transition radi-
ation detectors

The central detectors are also used for a precise determination of the

location of the pp interaction vertex for every event, and providing information

about whether an event has a single pp interaction or multiple interactions. In

order to ful�ll these goals, the chambers need to have good spatial resolutions,

both in � and z. The following chapters will present more information about

each detector.

2.3.1 Drift Chamber Principles

A good reference for drift chamber operation can be found in a review

article by Sauli [57]. Here the basic ideas are presented.

A drift chamber is �lled with gas as its active volume. When a charged
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particle passes through the gas, it interacts with the electrons on the outer

layer of the atoms and results in creating electron-ion pairs along the path of

the particle. The number of the primary pairs created depends upon the energy

and the charge of the particle, and the type of gas used in the chamber. For

typical gases, nearly 100 electron-ion pairs are produced for every centimeter

of a particle track. The amount of ionization pairs depends quadratically on

the charge of the traversing particle, and only logarithmically on the energy.

Two collinear particles, for example a converted e+e� pair from a photon,

create twice the ionization. This can be used to indicate possible conversion

of  ! e+e�.

If an electric �eld is turned on, the electrons will start to drift to a set of

positive anodes or sense wires. The sense wires have very small diameter. The

electric �eld surrounding the wires is very strong and causes an avalanche of

ionization pairs before the drifted electrons reach the anodes. This avalanche

generates a measurable current at the positive anode, the size of which is

proportional to the number of primary electron-ion pairs. The gas gain is

de�ned as the ratio of the number of electrons collected at the anode to the

charge of the particle which initiates this avalanche. It is very high, at the

order of 104 - 106 for some practical chambers.

The position of the charged track is determined by measuring the drift

time of the ionization electrons to the sense wire. The drift time is measured

as the di�erence between the time when the particle traverses the chamber

and the time when the electron reaches the sense wire. The drift time is

then converted to a drift distance by using a detailed time-to-distance relation
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map. The time-to-distance relation depends upon the type of gas used in the

chamber, and the electric �eld strength map at all positions in the chamber.

At D�, the gas choice, the chamber geometry and the electric �eld (usually

called HV) are all constrained by the 3.5 �sec bunch crossing time. To avoid

pile-up, all ionized electrons must have reached the sense wire before the next

beam crossing, i.e. the drift time must be less than 3.5 �sec.

In order to keep the time-to-distance relation simple, it is practical to

create a drift electric �eld which is as constant as possible over a large volume,

so that the drift electron velocity is nearly constant. Additional �eld-shaping

electrode wires are applied to ful�ll this goal. These wires are much thicker

than sense wires, so that the surrounding �eld is not high enough to cause

ampli�cation. They are also applied near the sense wires to focus the �eld

lines onto the sense wires and minimize cross-talk between adjacent anodes.

In addition to the �eld, the choice of gas has a large e�ect on the performance

of a drift chamber. The gas must not contain any highly electromagnetic

components. Most drift chamber gases operate in saturated mode, in which

the electron drift velocity is nearly independent of electric �eld strength. In the

following, we will describe each chamber's special concerns and some chamber

parameters relevant to the physics analysis.
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Figure 2.4: r - � view of one quadrant of the VTX chamber, showing the
layout of the sense wires and �eld-shaping electrodes.

2.3.2 Vertex Chamber

The Vertex chamber (VTX) [58] is the innermost tracking detector (see

Fig. 2.4). It is just outside the beryllium beam pipe, and has three mechan-

ically independent concentric layers of cells. Each layer is mounted on thin

carbon �ber support tubes. Table 2.1 summarizes the geometry setup, the gas

and the drift �eld used in the VTX chamber, and the chamber hit resolutions

and e�ciencies.

The vertex chamber uses a jet cell geometry for the drift cells, in which the

sense wires are arranged in planes parallel to the paths of particles scattered

from the interaction vertex, and the drift direction is azimuthal so that the

measured drift distance provides the � position of a hit of a charged track.

Because the vertex chamber gas is run in unsaturated mode, the drift velocity
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GEOMETRY

Number of layers 3

Active radius 3.7 cm - 16.2 cm

Active z lengths of 1 - 3 layer 96.6 cm, 106.6 cm, 116.8 cm

Number of cells per layer 16, 32, 32

Number of sense wires 8 per cell, 640 in total

Sense wire separation 4.57 mm radially, 100 �m stagger within one cell

Sense wire speci�cations 25 �m NiCoTin, 80 g tension

Sense wire voltage 2.5 kV

Field wire speci�cations 152 �m gold-plated Al, 360 g tension

GAS and DRIFT FIELD

Gas composition CO2 95%, ethane 5%, H2O 0.5%

Gas pressure 1 atm

Gas operation unsaturated mode

Average drift �eld 1 kV=cm

Drift velocity low, � 7:3�m=ns

Maximum drift distance 1.6 cm

Gas gain 4 � 104

RESOLUTIONS and EFFICIENCIES

Hit resolution along r� � 60 �m

Isolated hit z resolution � 1.5 cm

Two-hit resolving power � 630 �m in r� at 90% e�ciency

Hit-�nding e�ciency 98%

Hit z-position �nding e�ciency very low

Table 2.1: Vertex Chamber Parameters
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is low in the VTX, which allows excellent spatial resolution and two-pulse

separation along the drift direction r� (see Table 2.1). Running in this mode,

the drift velocity varies with drift �eld strength, and therefore care has been

taken to determine the correct time-to-distance relation. The z position of each

hit is measured using a charge division technique, the resolution of which is

about 1.5 cm based upon test beam data. The basic idea of the charge division

technique is that the resistive sense wire is read out at both ends and used as

a voltage divider. Unfortunately, the method works well only when the sense

wire pulses are well separated in space and the cell occupancy is very low. In

the pp collider, the vertex chamber is next to the beam pipe, nearly all charged

particles will travel through the chamber from the collision vertex. The high

occupancy in the chamber causes a lot of overlapping hits, such that most of

VTX hits have no z information at all. The three dimensional track-�nding

e�ciency is very low.

2.3.3 Central Drift Chamber

The central drift chamber (CDC) [59, 60] is the outermost tracking detec-

tor in the central region, and covers a pseudorapidity range of �1:2 < j�j < 1:2

(Fig. 2.5). The chamber consists of four concentric layers and 32 azimuthal

cells per layer. The chamber construction is modular, and the separate mod-

ules are positioned within a single support cylinder. The inner surface of the

cylinder is a composite carbon �ber/Rohacell tube to minimize conversions,

and the outer surface is 0.95 cm thick aluminum. A detailed list of the chamber
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Figure 2.5: End view of three modules of the central drift chamber (CDC),
showing the sense wires, the �eld-shaping wires and the delay lines

parameters can be found in Table 2.2.

Like the vertex chamber, the CDC has a jet cell geometry. The spatial

resolution along the drift direction is around 200 �m, and two-pulse separation

power is roughly 2 mm at 90% e�ciency (see Table 2.2). The inductive delay

lines are used to measure the z position of a hit. The delay lines are embedded

in the inner and outer shelves of each cell, and propagate signals induced from

the nearest neighboring sense wires. The z position of an avalanche can be

determined by measuring the di�erence of arrival times at the two ends of a

delay line. The spatial resolution along the delay line direction is around 2.5

mm. Since the CDC is far away from the beam pipe, the occupancy rate is

reasonable, not like the situation with the VTX. The three dimensional track-

�nding e�ciency is around 86%. The ionization energy dE=dx can be used to
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GEOMETRY

Number of layers 4

Active radius 49.5 cm - 74.5 cm

Active z lengths of 1 - 4 layer 184 cm, the same for all

Number of cells per layer 32, the same for all

Number of sense wires 7 per cell, 896 in total

Sense wire separation 6.0 mm radially, 200 �m stagger

Sense wire speci�cations 30 �m gold-plated W, 110 g tension

Sense wire voltage 1.45 kV (inner SW), 1.58 kV (outer SW)

Field wire speci�cations 125 �m gold-plated CuBe, 670 g tension

Number of delay lines 2 per cell, 256 in total

Delay line speci�cations coil on carbon-�ber epoxy core

GAS and DRIFT FIELD

Gas composition Ar 92.5%, CH4 4%

CO2 3%, H2O 0.5%

Gas pressure 1 atm

Gas operation saturated mode

Average drift �eld 620 V=cm

Drift velocity � 34�m=ns

Delay line velocity � 2:35mm=ns

Maximum drift distance 7 cm

Gas gain 2 � 104 (inner SW), 6� 104 (outer SW)

RESOLUTIONS and EFFICIENCIES

Hit resolution along r� 200 �m

Isolated hit z resolution 2.5 mm

Two-hit resolving power 2 mm at 90% e�ciency

Hit-�nding e�ciency 94 � 2 %

3D track-�nding e�ciency � 86%

Table 2.2: Central Drift Chamber Parameters
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Figure 2.6: View of one Forward Drift Chamber, Its � and � Modules

indicate photon conversion, and so help to distinguish a single electron from a

converted e+e� pair.

2.3.4 Forward Drift Chamber

The forward drift chambers (FDCs) [61, 62] extend the coverage for

charged particle tracking down to � � 5�. There are two FDC chambers,

located at either end of the concentric barrels of the central detectors and be-

fore the cryostat wall of the end calorimeters. Figure 2.6 shows a 3D picture

of one of the FDC chambers. Each FDC consists of three separate chambers,

a pair of � chambers and one � chamber sandwiched in the middle. The �
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chamber is divided into 36 sectors azimuthally, each having 16 anode wires

along the z-direction. Each � chamber consists of four mechanically indepen-

dent quadrants, each of which has six rectangular cells. Each cell contains

eight anode wires along z, and is equipped with one delay line identical to the

CDC delay line. The FDC chambers operate with the same gas as the CDC,

and the same drift �eld and gas gain. The drift distance resolution is roughly

200 �m in the � chamber, and 300 �m in the � chambers. A detailed list of

parameters is given in the Table 2.3.

2.3.5 Transition Radiation Detector

The transition radiation detector (TRD) occupies the space between the

VTX and the CDC, and provides independent electron identi�cation in ad-

dition to that provided by the calorimeters. Transition radiation X-rays are

produced when highly-relativistic particles ( > 103) traverse boundaries be-

tween media with di�erent dielectric constants. The D� TRD is made of three

mechanically separate units, each of which contains a radiator and an X-ray

detection chamber. The energy spectrum of the X-rays is determined by the

thickness of the radiator foils and the gaps between the foils. Each radiator

section consists of 393 foils of 18 �m thick polypropylene in a volume �lled

with nitrogen gas. The mean gap between foils is 150 �m.

The detection of X-rays is accomplished in a two-stage time-expansion

radial-drift PWC. The X-rays convert mainly in the �rst stage of the cham-

ber, and the resulting charge drifts radially outward to the sense cells. In
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� Modules � Modules

GEOMETRY

Number of cells 4 quadrants per module 32 in total

6 cells per quadrant

Active radius 11 cm - 62 cm 11 cm - 61.3 cm

Active z lengths 104.8 cm - 111.2 cm 113.0 cm - 127.0 cm

128.8 cm - 135.2 cm

Number of sense wires 8 per cell, 384 in total 16 per cell, 512 in total

Sense wire separation 8.0 mm radially, 200 �m stagger

Sense wire speci�cations 30 �m gold-plated W, 50 - 100 g tension

Sense wire voltage 1.55 kV 1.66 kV

Field wire speci�cations 163 �m gold-plated AL, 100 - 150 g tension

Number of delay lines 1 per cell, 48 in total none

Delay line speci�cations coil on carbon-�ber epoxy core none

GAS and DRIFT FIELD

Gas composition Ar 92.5%, CH4 4%

CO2 3%, H2O 0.5%

Gas pressure 1 atm

Gas operation saturated mode

Average drift �eld 1.0 kV=cm

Drift velocity � 40�m=ns � 37�m=ns

Delay line velocity � 2:35mm=ns

Maximum drift distance 5.3 cm

Gas gain 2:3� 104 (inner SW) 3:6 � 104

5:3 � 104 (outer SW)

RESOLUTIONS and EFFICIENCIES

Hit resolution along drift � 300�m � 200�m

track-�nding e�ciency � 92%

Table 2.3: Forward Drift Chamber Parameters
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Figure 2.7: The TRD detector, showing the end of the polypropylene foil
radiator sections.
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addition to the charge deposited by the transition radiation X-rays, ionization

is generated by all charged particles traversing the conversion and ampli�ca-

tion gaps. The total energy deposited by electrons exceeds that deposited by

pions of the same energy. A cut on the energy deposited can be used to gain an

additional rejection factor over pions. See the references [63, 64] for detailed

description and performance of the TRD.

2.3.6 Central Detector Readout Electronics

The readout electronics are almost the same for all CD detectors. There

are three stages of signal processing. First the avalanche pulses from the sense

wires, the delay lines and the TRD cathode strips are fed into preampli�ers

mounted directly on the chambers themselves. Then the preamp output signals

are carried via long cables of about 15 m length into pulse shaping cards,

located on the platform underneath the detectors. Finally the shaper output

signals are transported over 45 m cables to the moving counting house (MCH),

where the analog pulses are sampled and converted into ash ADC counts

(FADC). The digitized data are stored in a circuit, pending a decision from

the trigger system. If an event satis�es the trigger requirements, the event

data are then fed into a custom-made circuit to be zero suppressed. The zero-

suppressed FADC are stored in memory, and are then transferred to the trigger

computers for software processing. Further information can be found in [56].
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2.4 Calorimeters

Since D� has no central magnetic �eld, the calorimeters must provide

the energy measurement for electrons, photons, jets and missing ET , and play

important roles in the identi�cation of electrons, photons and muons and in

the de�nition of jets. The calorimeters are crucial to the overall performance

of the D� detector and to its ability to get physics results out.

2.4.1 Calorimetry Principles

A calorimeter is a block of matter which is thick enough to intercept

a particle traversing through it and make it deposit all its energy inside the

detector volume in the subsequent cascade of low-energy particles [65]. Most of

the incident energy turns into the form of heat. Some (usually small) fraction of

the deposited energy is detectable in the form of scintillation light, or cherenkov

light, or ionization charge, which is proportional to the energy of the incident

particle. By �nding the conversion constant using a single-particle test beam,

the calorimeter can be used to measure the energy, and the resolution usually

gets better as the energy becomes higher. According to the physics processes

and the energy loss mechanisms, calorimeters can be classi�ed into two types:

electromagnetic and hadronic.

Electromagnetic Calorimeters

When high-energy electrons and photons (above 1 GeV) traverse a ma-

terial, they lose energy primarily through bremsstrahlung for electrons and



2.4. CALORIMETERS 45

e+e� pair production for photons. The emitted electrons, positrons and pho-

tons then undergo bremsstrahlung or e+e� pair production, and so on until

the energy of all emitted particles has been degraded to the regime dominated

by ionization loss. It is through a succession of these energy losses that the

electromagnetic cascade or electromagnetic shower is formed.

The electromagnetic shower is well understood and fully described by

quantum electrodynamics (QED). It depends essentially on the density of elec-

trons in the absorber medium, and is nearly independent of the material. The

energy loss �E in the length �x can be expressed in terms of the radiation

length X0:

�E

E
= ��x

X0

(2.12)

The typical value of the radiation length is of the order of mm, and is about

3.2 mm for uranium for example.

Hadronic Calorimeters

In principle, the energy of hadronic showers can be measured in a way sim-

iliar to electromagnetic showers; but hadronic interactions have much greater

variety and complexity in generating hadronic showers. There exists no sim-

ple analytical description of hadronic showers. The resulting detectable energy

may depend upon the incident energy in a nonlinear manner. It is non-trivial

to calibrate a hadronic calorimeter.

When hadronic particles pass through a medium, they lose energy mainly

through inelastic collisions with atomic nuclei in the absorber. The collisions
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generate secondary hadrons through nucleon excitation and break-up, which in

turn undergo further nuclear inelastic collisions until all particles are stopped

by ionization losses or absorbed by nuclear processes. In addition to nuclear

interactions, a considerable amount of the secondaries are �0, which will prop-

agate through electromagnetically after decay. The scale of the energy loss

can be described in terms of the nuclear interaction length �. The equation

analogous to that for the electromagnetic shower in (2.12) is:

�E

E
= ��x

�
(2.13)

The nuclear interaction length � = 10.5 cm for uranium.

Signal Collection and Readout

After particles lose all their energy in the absorbers medium, some of

the deposited energy turns into detectable signals, like the ionization charge

in the D� liquid argon calorimeter. These signals are collected at another

medium, like the readout pad in the D� calorimeter (see Fig. 2.8). The ratio

of the collected energy over the incident energy is called the sampling frac-

tion. One approach is to interleave layers of dense absorber with layers of

signal-collection pads. This kind of `sampling' calorimeter allows considerably

greater freedom in the optimization of detectors for speci�c applications, such

as electron(photon)/pion discrimination, position determination, and good en-

ergy resolutions for electrons(photons) and jets.

The showering process converts a single high-energy particle into many

low-energy particles. The total track length T for full absorption of the energy
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Figure 2.8: View of a unit cell in D� liquid argon calorimeter, showing the
absorber and readout plates.

is broken up into a `tree' of many individual segments. The statistical uctu-

ation of the number of segments, Ns, contributes to the energy resolution.

�(E)=E � �(Ns)=Ns = 1=
q
Ns (2.14)

where Ns = E=�d, � being the critical energy and d the distance between

active plates. The energy resolution �(E)=E is therefore nearly proportional

to 1=
p
E, the higher the energy the better a calorimeter can measure it. The

energy resolution for a single particle, like an electron or pion, can be well

parametrized as

(
�E
E
)2 = C2 +

S2

E
+
N2

E2
(2.15)

The constants C, S and N describe the calibration uncertainties, sampling

uctuations and noise contributions.



48 CHAPTER 2. EXPERIMENTAL APPARATUS

1m

D0 LIQUID ARGON CALORIMETER

CENTRAL 
CALORIMETER

END CALORIMETER

Outer Hadronic
(Coarse)

Middle Hadronic
(Fine & Coarse)

Inner Hadronic
(Fine & Coarse)

Electromagnetic

Coarse Hadronic 

Fine Hadronic 

Electromagnetic

Figure 2.9: Isometric view of the central and two end calorimeters.

2.4.2 Geometry of D� Calorimeters

The D� calorimeters are sampling calorimeters, using liquid argon (LAr)

as the active medium to sample the ionization produced in showers. Three

distinct types of modules are used to optimize the responses for electrons ,

photons and jets, namely electromagnetic (EM) modules with relatively thin

depleted uranium absorber plates, �ne-hadronic (FH) modules with thick ura-

nium plates and coarse-hadronic (CH) plates with thick copper or stainless

steel plates. Fig. 2.9 shows the central and two end calorimeters, with three

types of modules arranged in a ring. A typical unit cell is shown in Fig. 2.8.
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Since uranium has a very high Z value, it takes less thickness to have su�-

cient amount of radiation length and nuclear interaction length to contain the

showers. Therefore, the calorimeters are compact, and so is the whole detec-

tor. The calorimeters are designed to be as hermetic as possible, covering up

to � � 4.4, and cracks and dead regions are minimized.

The electric �eld is generated by grounding the absorber plates and con-

necting the signal boards to a positive high voltage, which was 2.0 - 2.5 kV

during the collider run. The ionized electrons will drift in the liquid argon gap

between absorber plates and signal boards. The gap thickness was chosen to be

large enough to observe a minimum ionizing particle and to avoid fabrication

di�culties. The electron drift time across the gap is � 450ns. Limited by the

accelerator bunch crossing time 3.5 �s, the sampling time of the pulse signals

has to be less than 3.05 �s. This implies that each readout cell should have a

capacitance less than 5 nF. The D� calorimeters use a `pseudo-projective' set

of towers for readout. Fig. 2.10 shows the calorimeter segmentation pattern

and the layout of readout towers. The size of one readout tower is �� = 0.1

by �� = 0.1. The readout cells in the third electromagnetic layer are twice as

�ne, spanning �� = 0.05 by �� = 0.05, because the electromagnetic shower

development reaches the maximum there and so the �ne segmentation can be

useful to separate two EM showers close-by (for example, the two 's from �0

decay) and to determine the shower position precisely.

The D� liquid Argon calorimeters are contained in cryostats. In order to

have some access to the CD, the calorimeters are designed to be contained in

three separate vessels, a central calorimeter (CC) and a pair of end calorimeters
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Central Calorimeter Setup

Module Type CCEM CCFH CCCH

Num of modules 32 16 16

Active radius 84 - 105 cm 105 - 170 cm 170 - 224 cm

Active z length 265 cm 266 cm 230 - 268 cm

Active � � -1.1 - 1.1 � -0.9 - 0.9 � -0.6 - 0.6

Num of readout towers 24�2 per module, 1536 in total

Num of readout layers 4 per tower 3 per tower 1 per tower

Cells per layer 1,1,4,1 per tower 1,1,1 per tower 1 per tower

Total readout cells 10368 3000 1224

Absorber plates a D.U. D.U.- Nb copper

Signal boards G-10 coated with carbon-loaded epoxy

Absorber thickness � 3 mm � 6 mm � 46.5 mm

Signal thickness 2�0.5 mm
Argon gap 2.3 mm

Voltage across the gap 2.0 - 2.5 kV

Electron drift time � 450 ns

Radiation lengths X0 2.0, 2.0, 6.8, 9.8 - -

Nuclear interaction lengths 0.76 in total 1.3, 1.0, 0.9 3.2

RESOLUTIONS

Energy resolution C2 + S2

ET
+ N2

E2

Single electronb C = 0:015; S = 0:13 (GeV )
1

2 ; N � 0:4 GeV

Single pionc C = 0:041; S = 0:511 (GeV )
1

2 ; N � 1:17 GeV

Position resolutions (elec)d �(r�) = 0.26 cm, �(z) = 0.21 cm

Table 2.4: Central Calorimeter Parameters. [68]

aD.U. for depleted uranium, D.U.-Nb for uranium-niobium (1.7%) alloy

bStudies by W mass group [66]

cResults from Test Beam Studies [67]

dStudies using Plate level MC electrons
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End Calorimeter Setup

Module Type ECEM ECIFH ECICH

(ECMFH) (ECMCH,ECOH)

Num of modules 1 1(16) 1(16, 16)

Active radius (cm) 5.7 - 84 3.92(86.7) - 3.92(86.7,158.7) -

through 104 86.4(156) 86.4(156,221.7)

Active z (cm) 168 - 195(195) - 296(269,159 to 195) -

195 296(269) 372(349,317 to 353)

Active � � 1.5 - 3.8 � 1.8(1.2) � 2.1(1.4,0.8)

- 4.4(1.8) - 4.4(2.0,1.4)

Num readout towers 38 per �� = 0.1

Num readout layers 4/tower 4(4)/tower 3(3,3)/tower

Cells /layer/tower 1,1,4,1 1,1,1,1 1,1,1

Total readout cells 7488 5216(IH), 1856(MH), 960(OH)

Absorber plates a D.U. D.U.-Nb SS

Signal boards G-10 coated with carbon-loaded epoxy

Absorber thickness � 4 mm � 6(6) mm � 6(46.5,46.5) mm

Signal thickness 2�0.5 mm
Argon gap 2.3 2.1(2.2) 2.1(2.2,2.2)

Voltage across the gap 2.0 - 2.5 kV

Electron drift time � 450 ns

Radiation lengths X0 0.3,2.6,7.9,9.3 - -

Nuclear interaction 0.95 in total 4.9(4.0) 3.6(4.1, 7.0)

lengths �

Energy resolution C2 + S2

E
+ N2

E2

Single electron b C = 0:003 � 0:002, S = 0:157 � 0:005 (GeV )
1

2 ,

N � 0.14 GeV

Single pion b C = 0:032 � 0:004, S = 0:41� 0:04 (GeV )
1

2 ,

N � 1.28 GeV

Position resolutions(e) b vary as
p
E, ranging 0.8 to 1.2 mm

Table 2.5: End Calorimeter Parameters. [70]

aD.U. for depleted uranium, D.U.-Nb for uranium-niobium (1.7%) alloy, SS for
stainless steel.

bThese are results from Test Beam Studies. [69]



52 CHAPTER 2. EXPERIMENTAL APPARATUS

Figure 2.10: Schematic view of the calorimeters, showing the transverse and
longitudinal segmentation pattern. The shading pattern indicates the `pseudo-
projective' set of cells ganged together to form readout towers.

(EC). The CC consists of three concentric layers of modules, the electro-

magnetic (EM), the �ne hadronic (FH) and the coarse hadronic (CH). The

parameters of the central calorimeter are compiled in Table 2.4. Like the CC,

the EC is composed of four types of modules, the electromagnetic (EM) [71],

the �ne hadronic (IFH,MFH), the coarse hadronic (ICH,MCH) and the outer

hadronic (OH). Table 2.5 gives the parameters for the EC. Fig. 2.11 shows the

readout cell segmentation, transversely and longitudinally.

In �gure 2.10, it can be seen that there is a large amount of uninstru-

mented material in the form of cryostat walls, sti�ening rings, and module

endplates between the CC and the EC, in the region 0.8 � j�j � 1.4. Two
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Figure 2.11: Diagram of calorimeters readout channels in depth and �
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additional devices are implemented in the transition region to recover some of

the energy deposited there. One is the massless gaps (MG), which are sim-

ply rings of signal boards mounted on the end plates of the CCFH, ECMH

and ECOH modules. The other is the intercryostat detectors (ICD). The ICD

consists of 384 scintillator tiles of size �� = �� = 0:1, being mounted on the

front surface of the ECs.

2.4.3 Calorimeter Readout Electronics

Signals from the calorimeter modules are brought to the four feedthrough

ports by specially fabricated cables [72]. The outputs from the feed-through

boards are fed into hybrid preampli�ers mounted on the surface of each cryo-

stat. The signals are then transported through 30 m long cables to the baseline

subtractors (BLSs); the inputs are integrated (430 ns) and di�erentiated (33

�ms). At the input to the BLS, a portion of the signals is extracted to feed

into trigger towers with a size of �� ��� = 0:2 � 0:2. The rise time of this

signal is � 100 ns. The whole signal is sampled before a beam-crossing and 2.2

�s after, the di�erence of which is proportional to the charge collected on the

readout boards. The BLS outputs are sent over 50 m long cables to the Moving

Counting House (MCH), and are digitized in about 10 �s in 24-channel 12-bit

ADC circuits. Roughly 4 MeV of deposited energy corresponds to one ADC

count. The ADCs can also perform pedestal subtraction and zero-suppression

for each channel. The ADCs are read into VME bu�ers which drive the data

cables to carry data to the computers.



2.5. MUON SYSTEM 55

Figure 2.12: Side elevation of the muon system.

2.5 Muon System

The D� muon system [73] consists of �ve separate iron toroidal magnets

and sets of proportional drift chamber tubes(PDT) to measure tracks down

to a polar angle of approximately 3� from the beam pipe(see Fig. 2.12). The

system is responsible for the identi�cation of muons from collisions (not cosmic

muons) and determination of their trajectories and momenta. A closely spaced

set of measurements of the muon track prior to the toroid provides the entry

point; two sets of measurements separated by 1 to 3 meters after the toroid

yield the exit direction. Since the relevant muons come from pp collisions,

their incident trajectory is required to be a straight line, determined from a

combination of the primary interaction vertex, the track seen in the central
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Figure 2.13: Number of nuclear interaction lengths as a function of polar angle.

detector, and the muon segments before the toroid. A minimum-ionizing trace

in the calorimeter is also used as a con�rmation for isolated muon tracks. After

these selections, a relatively pure muon sample survives and their momenta

are determined by measuring the bent angle through the 2 Tesla �eld between

the incident and exit muon directions.

The �ve magnets are the CF (central Fe), the two EFs (end Fe), and the

two SAMUS (Small Angle MUon System) magnets (Fig. 2.12). The CF and

the EFs combined are referred to as the Wide Angle MUon System (WAMUS).

Figure Figure 2.13 shows the amount of e�ective material in the calorimeters

and toroids. Their `thickness' varies from 13 at � = 0 to 18 nuclear interaction

lengths. The large thickness allows only a small amount of background due to

hadronic punchthrough. A factor weighing against the thickness include the



2.5. MUON SYSTEM 57

fact that only high momentum muons can make themselves through both the

calorimeters and toroids. The muon momentum has to be greater than 3.5

GeV/c at � = 0, and greater than 5 GeV/c at high �.

2.5.1 WAMUS System

The WAMUS system comprises of 164 distinct proportional drift tubes,

with size 2.5 � 5.8 m2. The chambers are deployed in three layers: the \A"

layer before the iron toroids and the \B" and \C" layers after. The distance

between the B and C layers is � 1 m, so as to provide a su�cient lever arm

for an accurate measurement of the muon exit direction (see Fig 2.12).

The proportional drift tube (PDT) is the same for all WAMUS chambers,

in the form of a rectangular cell with size 10.1 � 5.5 cm. The \A" layer has

four planes of PDTs, and the \B" and \C" layers have three planes each.

Cathode pad strips are attached to the top and bottom of each PDT cell, and

a single anode wire is mounted at the center of the cell. A drift �eld is formed

by holding the aluminum extrusion at ground and the cathode pads and anode

wires at 2.3 kV and 4.6 kV respectively. The chambers are operated using a

gas mixture of Ar(90%)CF4(5%)CO2(5%). The drift velocity is around 6.5

cm=�s. The wires are oriented along the primary ~B-�eld direction ( ~B � B~�),

and the drift direction is parallel to the pseudorapidity �. The drift distance

resolution is � 0.2 mm, which transforms to an \A" layer position resolution

of � 0.1 mm and the \B" and \C" layers position resolution of � 0.17 mm.

The measurement along the wire direction is made using cathode pad
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strips. Each strip contains two pads. With charges are induced at the cathode

strips, the charge ratio of inner and outer pads provides a determination of

the longitudinal coordinate. This method yields a hit resolution of about 2.0

mm.

2.5.2 SAMUS System

The SAMUS system [44] is also arranged in 3 layers, one preceding the

toroid and two after. Due to the high occupancies in the forward regions, the

SAMUS PDTs are smaller. The chambers are operated using CF4(90%)CH4(10%)

gas, with a drift velocity of about 9.7 cm=�s and a maximum drift time � 150

ns. The drift resolution is � 0.4 mm.

2.6 D� Trigger System

The D� trigger and data acquisition systems are designed to select and

record interesting physics and calibration events. The trigger system has three

levels of selection, the level �, the level 1 and the level 2, shown in Figure 2.14

2.6.1 Level �

The level � system consists of two hodoscopes of scintillation counters

mounted on the front of the end calorimeters. The system is used to detect the

presence of inelastic pp collisions, to make a fast measurement of the collision
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Figure 2.14: Block Diagram of the D� Trigger System.
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vertex, and also to serve as the luminosity monitor(see Section 2.1.3) for the

whole D� experiment. There is nearly complete coverage in the range 2.2

< j�j < 3.9 and partial coverage between 3.9 < j�j < 4.3. When an inelastic

pp collision occurs, a large amount of activity and energy is generated in the

forward region; so one looks for coincidence between the signals from the

south and north counters. This requirement is more than 99% e�cient for

non-di�ractive inelastic collisions. The collision vertex can also be determined

by measuring the arrival time di�erence from the two scintilator arrays. A

fast vertex determination can be accomplished with a resolution of 15 cm in

less than 800 ns after a collision. A more accurate measurement is available

within 2.1 �s, with a resolution of 3.5 cm. The level � �ring rate is � 150 kHz

at an average instantaneous luminosity L = 5� 1030 cm�2s�1. The detection

of the collision and the position of the vertex are then passed on to the next

level trigger, the hardware trigger level-1, where the event rate is reduced to

� 200 Hz.

2.6.2 Level 1 Framework

At the heart of the D� trigger system is the level-1 trigger framework [74,

75]. It is a very exible and highly programmable hardware system that col-

lects prompt detector data and makes a fast trigger decision. The system is

synchronized with the beam crossings in the detector; most level-1 trigger de-

cisions are made within the 3.5 �s time between crossings so that no deadtime

penalty is incurred. Raw detector data is available from the central detector,
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the calorimeters, the muon system and the level-� for the level-1 trigger to

make decision.

The core of the level-1 framework is a two-dimensional fully programmable

AND-OR logic network, incorporating 256 inputs, each of which is a latched

bit containing speci�c detector information. The output has 32 terms, cor-

responding to the 32 speci�c level-1 triggers. Each of the triggers is formed

by a logical state of the 256 inputs, requiring each bit in turn to be asserted,

negated or ignored, depending upon the con�guration of the trigger. The

framework also provides the prescaling of some triggers too copious to pass

through. A block of information is assembled by the framework, which sum-

marizes the conditions leading to a positive level-1 decision, and is transported

to the software level-2 trigger.

Level-1 Calorimeter Trigger

As described in Section 2.4.3, a portion of the signals before the BLS are

fed into �� ��� = 0:2 � 0:2 level-1 trigger towers. Extending to j�j = 4.0,

there are 1280 trigger towers in total; each tower is split into electromagnetic

and hadronic sections, making up 2560 voltage signal pulses. Each pulse is

analog-weighted in order to convert to a transverse energy and then digitized

using a fast 8-bit ash ADC.

The digital information from the FADC provides the address for lookup

memories, which store both electromagnetic and hadronic transverse energies

for each trigger tower above thresholds. In addition, seven global energy sums,

which are uncorrected electromagnetic, hadronic and total scalar ET , corrected
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electromagnetic, hadronic and total scalar ET , and the missing E/T , are calcu-

lated and also stored in the lookup memories for more sophisticated analysis.

Each global sum can be compared to 32 di�erent thresholds, the results are

used as input to the level-1 trigger framework AND-OR terms.

The trigger decision is very exible. Besides using the global sums, the

trigger decision can be made based on the transverse energy of an individual

trigger tower. Each EM trigger tower ET can provide an input to the level-1

framework by comparing to four programmable reference values. So can each

hadronic trigger tower ET , with comparison to four independently-selected

reference values. There are also four reference values provided for the total

ET (sum of electromagnetic and hadronic) in each tower, resulting in twelve

reference values which can be programmable for every individual trigger tower.

The interesting physics events consist of electrons, photons, muons, jets

and neutrinos (neutrinos don't interact with the detector, being detected as

unbalanced transverse energy). Except muons, all the objects leave consider-

able amount of ET in the calorimeters, depending upon the level-1 calorimeter

triggers to pick them up. For electrons and photons, any EM level-1 trigger is

designed so that at least one EM trigger tower ET has to pass a certain thresh-

old, chosen as one of the four EM reference values, and the hadronic ET of

the same tower has to be less than a hadronic threshold. For jets, the total

trigger tower ET is compared to one of the total reference values. For each

event having �red level-�, a global count of the number of EM and TOTAL

trigger towers which have satis�ed the requirements is evaluated, and the re-

sulting count is then compared with up to 32 programmable count thresholds
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to provide level-1 framework AND-OR input terms. The level-1 rate is � 200

Hz.

2.6.3 Level 2

The level 2 trigger system is essentially a large farm of processors con-

nected to the detector electronics by a set of eight 32-bit high-speed data

cables. The level-2 system collects all detector and trigger block data at

the rate � 100 Hz after events have successfully passed the level-1 triggers,

and then applies sophisticated software �lters to the data to select interesting

physics events, with an output rate of about 2 Hz.

The level-2 �lter tools are designed to have large rejection factors while

keeping the signal e�ciencies reasonably high. Only the level-2 EM �lters

are relevant to the direct photon analysis, and the detailed algorithms will be

described later in Section 4.1.1. If an event is passed by at least one level-2

�lter, it is transferred to the host computer and written to tape (see Fig. 2.14).
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Chapter 3

Event Reconstruction

When a proton collides with an anti-proton, produced are physics objects,

like electrons, photons, muons, jets and missing E/T . These objects interact

with the detector in di�erent ways, and their presence and kinematics are

recorded on tape in the form of raw data. The raw data of an event consists of

digitized counts from the D� detector: the central detectors, the calorimeters,

the muon chambers, and the trigger block from level-�, level-1 and level-

2. The process of turning the raw detector data into descriptions of objects

is usually called reconstruction, using a program named RECO. The recon-

struction process is very complicated, but crucial to any physics analysis; the

double-photon cross section measurement in this thesis has to determine signal

e�ciencies and background contamination partially based upon what RECO

does. This chapter will describe in detail the relevant processes in RECO. (For

reference, see [76].)
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3.1 Raw Detector Data

When an event passes the requirements of the triggers (level 1 and 2),

fully digitized data are transported from VME crates onto eight high-speed

data cables, each cable being responsible for one detector sector. The output

data from the cables is mapped directly into the desired raw data ZEBRA [78]

bank structure (see Table 3.1).

The central detectors have each signal ash-digitized in ash-analog to

digital connecters(FADCs), one byte being written for every time slice that

passes the zero-suppression algorithm. The volume of raw data from the CD is

much bigger than that from the calorimeters or muon chambers (see Table 3.1).

The size of the raw data limits the D� data recording rate to only � 2 Hz.

3.2 Calibration and Run Condition Monitor-

ing

The digitized detector data need to be calibrated before they can be in-

terpreted into meaningful quantities; calibration data include pedestals, gains

and time information, which are usually stored in stand-alone databases. For

each readout cell in the calorimeters, the raw ADC counts are converted into

energy in GeV by a package called CAHITS. Assuming the pedestal is PED,

the gain is G and the ADC-GeV convertion factor is A, a number of ADC

counts X gives a deposited energy E:

E = A�G � (X � PED) (3.1)
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Raw Data Bank Descriptions Size(kB)

CDD1 Vertex Chamber (VTX) 120

Data Cable 3 raw FADC and address from each sense wire

CDD2 Central Drift Chamber (CDC) 115

Data Cable 4 raw FADC and address from

each sense wire or delay line

CDD3 Forward Drift Chamber (FDC) 150

Data Cable 5 raw FADC and address from

each sense wire or delay line

CDD4 Transition Radiation Detector (TRD) 125

Data Cable 6 raw FADC and address from each Cathode strip

CAD1 NORTH Section of Calorimeters 15

Data Cable 7 raw ADC and address from each readout cell

CAD2 SOUTH Section of Calorimeters 15

Data Cable 8 raw ADC and address from each readout cell

MUD1 All Muon Chambers: WAMUS and SAMUS 25

Data Cable 2 raw ADC and address from

each anode wire or cathode pad

TRGR Trigger Block from Level �, 1, 2 25

Data Cable 1

Table 3.1: List of eight raw data banks corresponding to eight data cables
transporting data out of individual readout section.
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For the CC electromagnetic calorimeter, A � 4 MeV/ADC.

The calibration information can change with time due to drift of elec-

tronics, or the replacement of broken parts. Special calibration runs are taken

every once in a while to keep the calibration data updated. The pedestals are

measured for each channel when there is no input signal. For gain or time

information, a well-known test pulse is distributed to each channel, and the

pulse area or time is measured to determine the calibration constants. The

electronics calibration was very stable and had low noise during the 1992 -

1995 collider run.

In addition, it is important to carefully monitor environmental and de-

tector conditions while data are collected. Some conditions, including atmo-

spheric pressure, temperature, voltages applied in the detectors, the liquid

argon purity and etc., have to be taken into account to correct the calibra-

tion data. Occasionally, some runs are not used in the analysis because some

sections of the detector were not under the right conditions.

3.3 Event Vertex Finding

In a pp collider detector, the transverse energy or momentum is a useful

quantity to indicate the presence of a hard collision. For electrons, photons or

jets, the calorimeter shower centers and event vertices are used to determine

the direction of an object (all objects except muons travel through the D� de-

tector in a straight line); its transverse energy or momentum is calculated
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as

ET = E � sin(�) (3.2)

PT = P � sin(�) (3.3)

where � is the angle between the object trajectory direction and the beam line.

The determination of the interaction point or points (for multiple inter-

actions) is very important. The (x,y) positions of the interaction vertex were

found to be stable [79]; very little change is observed on a store-by-store basis.

They are located at about 3-4 mm, and can be considered as (0,0) for most

analyses. The z position(s) of vertex(vertices) are determined by using the

tracks found in the central drift chamber (CDC) to extrapolate to the beam

pipe. The CDC is rather far from the beam pipe (the inner radius of CDC is

49.5 cm), and therefore the z position resolution of a vertex is not so good.

3.3.1 Track Building

For each event, full tracking is applied to the CDC raw data bank CDD2.

The track building procedures can be divided into three steps, which are hit-

�nding, segment-�nding and �nally track-building [56]:

� The raw data are unpacked, and a hit-�nding algorithm [80] is applied

to the unpacked data. The time and the pulse area are measured for

each hit. Then the time is converted into a drift distance for each sense

wire, and for each delay line, the time measurement is converted into a

z-position on the delay line.
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� The segment-�nding process is applied to the hits within a single layer.

Only the r� positions of the found hits are used to �nd a segment; the z

information is added onto the segment afterwards. First, a straight road

in r� is de�ned by two hits, one from an inner wire and the other from

an outer wire, which spans the sector in a nearly radial direction. The

width of the road is about 5 times the single-hit resolution and is fully

e�cient for segment-�nding. All hits within the road are considered,

and all possible combinations of hits from di�erent wires are used for

a straight-line �t and the smallest �2min is stored for later use. If the

�2min/degree-of-freedom � 10 and the number of hits used in the �t � 5

(out of 7 wires in total), a segment is formed.

� After all segments are found, the track-building process is achieved by

linking segments together and �tting a straight line through the CDC.

In order to be linked, two di�erent-layer segments must have nearly the

same � and � (i.e. being parallel to each other), and have a very small

distance between their intercepts on the perpendicular bisector of the

center points on the two segments. In general, at least three or more

(four in total) segments are included in a link before a track can be

formed; the �nal track �tting is performed by requiring a straight line �t

using all the hits in the linked segments. If the �t has a good �2/degree-

of-freedom, a CDC track is built.
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3.3.2 Vertex z-position Determination

To determine the z-coordinate(s) of the interaction vertex (vertices) , each

CDC track is projected back towards the center of the detector. The impact

parameter is calculated for each track, which is de�ned as the minimum dis-

tance between the track and the beam-line. Only the tracks with small impact

parameter (less than a cuto� value) are kept. The remaining tracks are then

projected onto the (r,z) plane, and their intercepts on the beam-line are calcu-

lated and �lled into a histogram. The rms width of the histogram is compared

to a cuto� value; only those histograms with an rms width exceeding the cuto�

are considered as possible multiple interaction candidates and then a search

for more vertices will be carried out. The outlying regions in the histogram,

with the distance more than the rms width away from the mean, are used

to �nd other clustered distributions. One additional vertex is recorded for

each cluster if the cluster includes three or more tracks, and the vertex z is

computed as the mean of the intercepts of all the tracks in the cluster. For

an event with more than one vertex found, the cluster including the highest

number of tracks is ordered as the primary vertex.

Using the above method, the z position resolution of the vertex is around

1-2 cm if only one vertex is found. Multiple vertices can be separated if they

are more than 7 cm apart.
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3.4 Photon and Electron Identi�cation

Photons and electrons induce narrow localized electromagnetic showers

when they pass through the calorimeters (see Section 2.4.1). Their shower

shapes are usually di�erent from that of jets, except those few jets dominantly

fragmenting into a leading-energy �0 or �. Since the TRD is not widely used,

D� makes full use of the �ne segmentation of the calorimeters, and the identi-

�cation of photons and electrons is achieved using their detailed longitudinal

and transverse shower pro�les. In addition to the calorimeters, the central

tracking chambers are used to classify an EM cluster as an electron when one

or more charged tracks are pointing to the cluster, and to classify an EM

cluster as a photon when no trace is found in the tracking chambers. At the

pp collider, jets are produced copiously and form an overwhelming background

to photons and electrons. In order to reduce the background, a tracking road

is built between the interaction vertex and the EM shower center of a photon,

and the number of 2D and 3D hits in the tracking chambers are counted and

required to be low for a photon; this is later referred to as the `hits-in-road'

cuts.

3.4.1 Preliminary Candidate Finding

After ADC counts of each calorimeter cell are converted into energy

(see Section 3.2) and primary event vertex is determined, the energies of the

cells within each tower are summed to form the energy of the tower and the
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ET 's of the cells (here ET of each cell is calculated assuming the primary ver-

tex) are summed to be the ET of the tower. Based upon the towers (not cells),

the preliminary photon and electron candidates are constructed by building

EM clusters as follows:

� All towers are sorted according to their ET , and a nearest-neighbor (NN)

algorithm [81] is used to construct clusters from the towers. Starting

from the highest ET tower, a loop over all the eight neighboring towers

is made to �nd the highest energy one, which will be connected to the

center tower if its energy is above a threshold, chosen as 50 MeV. Going

to the next tower, the same process is applied to all the eight neighboring

towers except the ones which have already been connected, and so on for

all towers. All the towers connected form one cluster.

� After each cluster is constructed, its EM fraction is calculated, which is

de�ned as the sum of the energies of all the cells in the EM layers 1-4

divided by the sum over the EM layers 1-4 and the FH layer 1. The

EM fraction must be � 90% before the cluster can be considered as an

EM cluster. For high PT objects (� 10 GeV), an EM cluster becomes

a photon or an electron candidate when its ET is greater than 1.5 GeV

and at least 40% of its energy is contained in the hottest tower of the

cluster.

For each found EM cluster, its kinematic quantities are computed and the

centroid of the shower cluster is determined using the cells in the EM layer 3.

When the D� detector was turned on to collect data in 1992, an algorithm
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was used to calculate the centroid of a shower ~xcos as the log-weighted center

of gravity:

~xcos =

P
i=cells wi � ~xiP

i=cells wi

(3.4)

where the weight wi was optimized as wi = max(0; w0 + ln(Ei=
P

j=cells Ej));

the parameter w0 was chosen to optimize the position resolution [82].

A systematic bias in the z position of the centroid was discovered later (for

details, see [83]), and a new algorithm using \Big Cells" instead of single cells

was implemented and applied to all the data to be reported by this thesis. All

cells are combined to build two types of \Big Cells", one type is constructed

by cutting the CC into 256 equal slices along the � direction and all the cells

within one slice are summed up to make one ��bc \Big Cell":

��bc = (
one � sliceX
i=cells

�i )=(
one � sliceX
i=cells

) (3.5)

E�bc =
one � sliceX
i=cells

Ei (3.6)

The log-weighted centroid of the shower �cos is,

�cos = (
256X

i=�bc

wi � �i )=(
256X

i=�bc

wi ) (3.7)

where the weight wi is wi = max(0; w0 + ln(Ei(bc)=Etot)). The other type

is through making 80 equal slices of the CC along the � direction and all the

cells within one � slice are combined to build one z�bc \Big Cell":

z�bc = (
one � sliceX
i=cells

zi )=(
one � sliceX
i=cells

) (3.8)

E�bc =
one � sliceX
i=cells

Ei (3.9)
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The log-weighted centroid of the shower zcos is,

z
0

cos = (
80X

i=�bc

wi � zi )=(
80X

i=�bc

wi ) (3.10)

where the weight wi = max(0; w0+ln(Ei=Etot)). Finally the 3-d position(xcos ,ycos,zcos)

of the center-of-shower is determined as

xcos = R � cos(�cos) (3.11)

ycos = R � sin(�cos) (3.12)

zcos = z
0

cos ��z (3.13)

where R is the radius of the calorimeter EM layer 3, and the correction �z is to

�x the �-dependent z bias (for details, see the source code d0$calor util$source:cm3pos pv.for).

The resulting resolutions for the shower centroid are �(r�) = 0.26 cm, �(z) =

0.21 cm (see Table 2.4).

After the center of a shower is found, a straight road for tracking is built

between the cluster centroid and the event vertex. The size of a road is

�� = 0:1 (3.14)

�� = max(0:1;
�+ � ��

2
) (3.15)

where

�+ = tan�1(
R

zcos � zvertex � 5�z
)

�� = tan�1(
R

zcos � zvertex + 5�z
)

�z the error of the vertex z position.
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Looping over all the tracks constructed during track-building (see Sec-

tion 3.3.1), the RECO program will identify the EM cluster as an electron

candidate if at least one track is found in the road; otherwise, it becomes a

photon candidate.

3.4.2 Tight Identi�cation Cuts

The algorithms to �nd photon and electron candidates are chosen to be

highly e�cient for signals (� 99%), and therefore allow a fair amount of back-

ground to get into candidate samples. Further cuts need to be applied to the

data, and can be tuned for one particular analysis by optimizing the signal-

to-background ratio. Here we will concentrate on photon identi�cation for

the purpose of this thesis; the electron identi�cation(ID) is similar except

it requires that at least one track is found in the road between the cluster

and the primary vertex and the shower centroid matches the extracted track

(see [84, 85]). Photon Identi�cation is accomplished using three types of vari-

ables: the shower pro�le quantity \H matrix �2", isolation quantity Eiso
T , and

\Hits-in-road" quantities.

H matrix �2

The D� calorimeter is �nely segmented, and the EM showers generated

by photons can be distinguished by their pro�les both longitudinally and trans-

versely. To recognize the energy-distribution pattern, such as the fraction of

energy in a given layer and in a certain cell within the shower maximun EM
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layer 3, a covariance matrix V of 41 observables xi is constructed [86, 87, 88].

The matrix elements are de�ned as

Vij =
1

N

NX
n=1

(xni � �xi)(x
n
j � �xj) (3.16)

where xni is the value of the ith observables for the nth electron and �xi is the

mean of the ith observable. The 41 observables are the fractional energies

in EM layers 1, 2, 4, the fractional energies in EM 3 cells of a 6�6 array

centered on the hottest tower, the event vertex z and the logarithm of the total

cluster energy. The matrix elements are determined using training samples

and are then stored as a data �le. D� uses 37 independent training samples,

each for one IETA tower (total 37); each sample consists of single electrons

with energies evenly ranging between 10 and 150 GeV and their event vertex

smeared as a gaussian. The sample is run through a detailed Plate-level Monte

Carlo shower simulation [96]. There are 37 matrices in total.

The H-matrix is the inverse of the covariance matrix V, H = V�1. To

measure how closely an EM shower resembles a true electron, taking into

account the energy distribution pro�les and all correlations, we can de�ne a

quantity called H matrix �2:

�2 =
41X

i;j=1

(xcandii � �xi)�Hij � (xcandij � �xj) (3.17)

Fig. 3.1 shows a comparison of the distributions of H-matrix �2s for `elec-

trons' and EM `jets'. The samples of electrons and their background are

selected in the following steps:

1. requiring at least two or more preliminary photon(or electron) candidates

in total.
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2. each candidate must have ET > 10 GeV.

This makes up a sample of nearly all EM jets, as demonstrated in the plot

(b1) of Fig. 3.1. The plot (b1) shows the mass spectrum of two leading ET

candidates; its shape is like the QCD Dijets mass spectrum except a little

resonance bump from Z ! ee. Based upon this sample, more clean-up cuts

are applied:

1. requiring both candidates are electrons, and the signi�cance S of the

match of the track and the shower centroid must be S < 5. Here S is

de�ned as S2 = (�R�

�r�
)2 + (�z

�z
)2

2. H-matrix �2 cut: �2 < 100, and isolation Eiso
T cut: Eiso

T < 2 GeV.

3. a window cut on the pair mass: 80 < Mee < 100.

From the plot (b1), the sample selected within the mass window (the shaded

area) is a highly enriched electron sample, the background of which is less than

10%. This sample will be used for later e�ciency studies.

Isolation Eiso
T

The overwhelming source of background to direct photons is the produc-

tion of high PT electromagnetic jets when they fragment into one or more high

PT �
0 and � which decay into photon pairs so close to each other that each pair

cannot be resolved. Direct photons are colorless objects, usually produced as

isolated EM showers, whereas the jet background comes from the color object

partons which fragment into multiple particles. Therefore an `isolation cut' is
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Figure 3.1: The distributions of H-matrix �2 and isolation Eiso
T . Fig.(a2) and

(a3) are for clean electrons from Z ! ee decays, whose mass spectrum is the
shaded area in �gure (a1); Fig.(b2) and (b3) are for an electron background
sample composed mainly of EM jets, whose mass spectrum is shown in �gure
(b1). The arrows indicate where the selection cuts are placed.
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Figure 3.2: Schematic View of a Isolation Cone. The central core cone and
the outer isolation cone have the same axis, with �R equal to Rcore and Riso

respectively.

very e�ective in reducing the jet background. D� de�nes a photon isolation

cone as shown in �gure 3.2. A line is made between the event vertex and the

shower centroid of a photon, and its orientation is labelled in the (�, �).

A core cone is built from the point of the vertex with the span �R � Rcore,

where �R is deifned as

�R =
q
(� � �)2 + (�� �)2 (3.18)

Similarly, an isolation cone is constructed, requiring �R � Riso. We chose to

use the core cone Rcore = 0.2 because it contains most of the shower energy

from a photon (or an electron), and two isolation cones with Riso = 0.4 and

Riso = 0.7 for this analysis. The cuts are:
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Eiso�4
T = ET (coneR = 0:4) � ET (coreR = 0:2) < 2:0 GeV

Eiso�7
T = ET (coneR = 0:7) � ET (coreR = 0:2) < 7:0 GeV

Fig. 3.1 presents a comparison of the Eiso�4
T distributions between clean elec-

trons (a3) and EM jets (b3). The cut Eiso�4
T < 2 GeV is highly e�cient for

electrons and photons.

Hits-in-Road Cuts

As described in Section 3.4.1, photons are de�ned as EM cluster candi-

dates with no tracks in the road. Because the central tracking chambers are

not fully e�cient (� 86% e�cient), some electrons fail to have reconstructed

tracks in their roads and end up in the photon sample. But since the CDC

has a high gas gain and a high hit-�nding e�ciency (� 94%, see Table 2.2),

electrons still generate a lot of hits on their trajectory even though the track

reconstruction has failed. The plots (a1) and (b1) in Fig. 3.3 are the distribu-

tions of the ratio of hit wires over total (RHCDCW) and the number of 3D

hits (NHCDC3D) respectively for no-track electrons, where 3D hits indicate

the sense wire hits with delay line information). The two cuts, referred as

\hits-in-road" cuts later, are de�ned as:

RHCDCW = Number of CDC Hit Wires in the Road

Tot Number of Wires in the road

NHCDC3D = Number of CDC 3D Hits in the Road

where the road size is given as �� = 0.05 and �� = 0.0075 around the

axis from the vertex to the shower centroid (note it is smaller than the road

�� � �� � 0:1 � 0:1 used to identify an EM cluster to be an electron or a
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Figure 3.3: Distributions of the fraction of hit CDC sense wires over total
wires and found 3D hits in the road. The three samples used include `photons'
from Z ! `0` 0 (a1) and (b1), background `photons' from an EM jet sample
(a2) and (b2), and the emulated `photons' sample (a3) and (b3).
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Figure 3.4: Mass Spectra of photon pairs for an inclusive double-photon sam-
ple, (a) without and (b) with hits-in-road cuts

photon). In addition to no-track electrons, some jets fragment into a leading

energy �0 and some soft charged or neutral particles. The soft charged particles

leave scattered hits along their path due to multiple scattering, and most of the

time they do not form charged tracks if they fail the track-�tting �2 cuts (for

detail, see Section 3.3.1) or if they are kicked out of the tracking road before

making it through the whole chamber. Their distributions of RHCDCW and

NHCDC3D are shown in the plots (a2) and (b2) of Fig. 3.3. By comparison,

the plot (a1) peaks around RHCDCW = 1:0 (like electrons), whereas the plot

(a2) is rather at over the whole range 0.0 < RHCDCW < 1.0.

In order to understand the e�ects of hits-in-road cuts upon true direct

photons , an `emulated' photon sample is constructed based on tightly selected

Z! ee events. A detailed description of how `emulated' photons are built can

be found later in Section 4.3.2. The `emulated' photon sample simulates the
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distribution of tracks and hits within the road between the vertex and the

neutral photon, the sources of which are underlying particles and noisy from

CDC sense wires and delay lines. The plots (a3) and (b3) are RHCDCW and

NHCDC3D distributions for `emulated' photons; the (a3) distribution peaks

around RHCDCW = 0. The cuts, which are optimized to be e�cient for

`emulated' photons and at the same time to have high rejection power over

the two types of background, the no-track electrons and the EM jets, are

chosen to be:

RHCDCW < 0.5 NHCDC3D < 1

The e�ciency of the cuts will be discussed later in Section 4.3.2. Fig. 3.4 shows

the mass distributions of the double-photon sample without (a) and with (b)

hits-in-road cuts. The Z resonance peak can be seen in the plot (a) of Fig. 3.4,

whereas it is mostly rejected in the plot (b) after applying hits-in-road cuts.

The cuts reject more than 80% of no-track electrons.

3.5 Photon and Electron Energy Scale

Since there is no central magnetic �eld, the calorimeters provide the de-

termination of both energy scale and resolution for photons and electrons. The

absolute EM energy scale (for photons and electrons) was initially determined

from test beam single electron data, using CC modules.
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3.5.1 Calibration at Test Beam Load 2

First, the calibration of the calorimeter electronics is accomplished by

using a precision pulser system [89]. By forming the ratio of digitized signal

(as ADC counts) and injected charge, one measures the gain G of each readout

channel. The live ionization energy, collected by each cell, can be determined

as Eqn. (3.1).

To determine the true deposited energy, we can use the conventional def-

inition of the sampling fraction as follows:

S:F: =
Average Live Energy in a layer

Average Deposited Energy in a layer
(3.19)

Another approach is to minimize the deviation of the summed energy from

the true deposited energy [90]. Let us denote the sampling weights by wi (i

= 1-5) for EM layers 1-4 and FH layer 1, the overall ADC-to-GeV conversion

constant as A and the o�set �SF , the total energy is

E = A
5X

l=1

1

wl

El + �SF (3.20)

where El is the measured ADC counts in the layer l.

To �nd the best calibration constants (wi, A and �SF ) in the sense that

the set of constants provides good resolution, linearity and uniformity of the

electron response in the calorimeter [91], we want to optimize the following

�2:

�2 =
0:05;0:45;1:05X

�

X
E

NE�X
i

(pE�
i � EE�

i )2

�2E
(3.21)

where EE�
i is the reconstructed energy according to eqn. (3.20) for each electron

i with energy E and pseudorapidity �, pi is the beam momemtum measured
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EM1 weight, w1 0.9610

EM2 weight, w2 0.6260

EM3 weight, w3 0.7350

EM4 weight, w4 0.7100

FH1 weight, w5 1.3520

A (GeV/ADC) 4.0255E-03

�SF (GeV) 0.347

Table 3.2: Optimized Calibration Constants for the CC Calorimeter

from PWCs (PWC stands for proportional wire chamber), and �E is the energy

resolution. Fixing w5 (FH1 weight) at the dE

dx
value and letting the rest w1,

w2, w3, w4, A and �SF oat, the optimized set is obtained through minimizing

the �2 de�ned by (3.21). Table 3.2 list the optimized set.

3.5.2 Energy Scale Carryover and Corrections

The calorimeter modules were operated in a slightly di�erent setup at

the Test Beam from that at D�. The electronics di�er a little regarding the

lengths of cables, the times within which the analog signals are sampled and

gains are di�erent. The high voltage across the liquid argon gap and the

temperature and purity of the liquid argon are also di�erent. Without the

beam pipe and the central detectors in front of the calorimeter, the test beam

had less upstream material than D�. Because of the high particle multiplicity

at the pp collider, D� adopts a nearest-neighbor clustering algorithm to build

electrons and photons, and therefore their energies are measured as the energy

sum over all the towers in the cluster, whereas the test beam de�ned an electron
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energy as the energy sum over all readout cells within a �xed window of ���

�� = 0:5� 0:5. In D�, when an event vertex z is signi�cantly displaced from

the nominal position z = 0, the energy reconstructed from towers can di�er

sizeably from that reconstructed using cells.

An initial indication of the accuracy of the simple calibration carryover

was obtained from the measured Z ! e+e� mass peak. It was lower than the

combined result from the LEP experiments. Because of the di�erences listed

above, this was not unexpected and in situ calibration was carried out to �nd

all the corrections.

The central calorimeter consists of 32 EM modules, and one might ex-

pect response variations among the modules since the two modules in the test

beam studies show a 1-2% di�erence in their responses to electrons. A rel-

ative calibration, assuming the responses to be uniform along �, were also

performed [92]. The resulting weights for CC EM modules are around 0.97 -

1.03, with errors � 0.5%.

After all the corrections listed in Table 3.3, the energy is then scaled up

to the Z mass from LEP measurements by a constant factor. The uncertainty

on the EM energy scale constant is determined by using three calibration data

samples �0 ! , J= ! e+e� and Z ! e+e� with their well-known

masses [66, 92]. Assume the measured energy in the calorimeter and the true

energy are related as:

Ee
meas = � Ee

true + � (3.22)

the measured and the true mass values for a resonance can be expressed to
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Source of Correction factor in CC

from test beam

HV change: 2.5 kV ! 2.0 kV +1.5%

PWC Beam Momentum Re-calibration +0.49%

from in situ

Calibration Pulser Instability -0.40%

Liquid Argon Purity and Temperature +1.0%

Reconstruction Algorithm +0.30%

Pulser Time Dependence � -0.04%

� Uniformity Weights � �3%

TOTAL CORRECTION � +7.51% � 0.02%

Table 3.3: Corrections applied to the EM energy Calibration carryover from
Test beam.

the �rst order as:

Mmeas = � Mtrue + � f (3.23)

where f depends upon the decay topology and is given by f = 2(E1+E2)sin2(=2)=M .

Here E1 and E2 are the measured energies of the two decay particles, and 

is the opening angle between them. A �2 test on each of the three samples

results in three independent constraints on � and �. The combined constraints

restrict � and �(see reference [66]); from it, the scale constant � and the o�set

� are determined to be:

� = 0:9514 � 0:0018(stat)+0:0061
�0:0017(syst) (3.24)

� = �0:158 � 0:015(stat)+0:03
�0:21(syst) GeV (3.25)
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Chapter 4

Data Sample and Selection E�ciencies

The candidate data sample was collected during the 1994-1995 run (re-

ferred to as run 1B, see Fig. 4.1), corresponding to an integrated luminosity

L = 82.36 � 4.40 pb�1. This chapter will describe the event selection, the

trigger, the acceptance and the background subtraction.

4.1 Event Selection

Because of some problems with the hit information of the central tracking

chamber CDC in RECO, this analysis needs STA-type data(STA refers to stan-

dard data, including all the information) which are not available on disk. Only

the micro-DST type data(DST refers to data summary type data, including

compressed physics data; micro-DST is further compressed from DST) exists

on disk. In order to get a data sample with one RECO version, a pre candidate

selection is performed on all 1B data. The resulting sample is re-reconstructed

using one RECO version 12.20. The procedures are as follows:
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Figure 4.1: Accumulated Luminosity during Run 1
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1. Ntuples are created using the information available on the disk-resident

micro-DST data. A pre candidate sample is selected by applying loose

cuts:

Number of Photons(PPHO) � 2

Each Photon satis�es the following cuts

Detector �det < 1.1

ET > 10.0 Gev

Isolation Energy between R = 0:4 and R = 0:2 < 4.0 Gev

Calorimeter Shower Hmatrix �2 < 250.

2. A list is generated with run and event number of all the events which

have passed the loose selection cuts. Their STA-type data are picked up

by hand. Total number of pre candidates is 3477.

3. All the picked events are then re-reconstructed using the RECO version

12.20. The output sample is ready for analysis.

4.1.1 Trigger Requirements

Because of the huge EM jet background to photons and the limited rate

D� DAQ (DAQ refers to data acquisition system) can handle (� 2 Hz), rather

sophisticated algorithms have been developed to trigger on high PT photons

e�ciently while keeping the rate manageable.
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Hardware Trigger, Level � and Level 1

The hardware trigger systems are described in Sections 2.6.1 and 2.6.2.

For the double-photon sample, the level � scintillator counters are required to

detect a pp collision. There must be no or very low main ring activity when

the data are recorded. Two types of main ring vetoes are available [93]; one,

called MRBS LOSS, vetoes events during the main ring cycle from injection

through transition, and the other, called MICRO BLANK, vetoes the time

when the main ring batches pass through the D� detector in coincidence with

a Tevatron bunch crossing. The double-photon trigger was only blanked when

both MRBS LOSS and MICRO BLANK vetoes were satis�ed.

After the level-�, the level 1 calorimeter trigger makes a fast sum over

all cells within each trigger tower (its size being �� ��� = 0:2 � 0:2). The

EM energy sum of one trigger tower must be above the threshold Ethr
T = 7.0

GeV before it becomes a candidate. The number of candidate towers must be

� 2. The term for this level 1 con�guration is em 2 med.

Software Filter Level 2

If an event has �red level 1, it is transferred to a large farm of processors,

i.e. Level 2 (see Section 2.6.3). Sophisticated software algorithms are applied

to the data in order to select interesting events at the rate � 2 Hz. The

selection requirements for double-photon candidates form a level-2 term called

em2 gis gam. Its prescription is described as follows:
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Hardware Level � and Level 1 Trigger

Level � Level 1

detect one or more pp collision em 2 med

MRBS LOSS.and.MICRO BLANK num EM trigger towers � 2

each trigger tower Ethr
T > 7.0 GeV

Software Level 2(L2) Filter

em2 gis gam

num L2 EM clusters � 2

each cluster Ethr
T > 12.0 GeV

one L2 EM cluster the 2nd L2 EM cluster

photon shape photon shape

isolation

Table 4.1: Trigger Requirements for the Direct Double-Photon Data Sample

� At level 2, an EM object starts from what has passed the level 1 EM

trigger tower. The number of EM objects must be two or more.

� Both EM objects have to have Ethr
T � 12 GeV .

� An isolation cone is built around each object with the core cone R = 0:2

and the isolation cone R = 0:4, where R =
p
�2 + �2. At least one object

must satisfy the isolation requirement, which is de�ned as:

E(R=0:4)�E(R=0:2)
E(R=0:2) < 15%

� Longitudinal and transverse photon shape cuts are required for both EM

objects, where the photon shape cuts are as follows:
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1. The fraction of the energy in the third EM layor(EM3) within 3�3
readout towers is required to satisfy 0.1< EM3 <0.9.

2. The fraction of the energy in the �rst hadronic layor(FH1) within

3�3 readout towers is required to satisfy FH1 < cut o�set

3. Transverse shower quantities as energy weighted shower radia, SIGMA3

and SIGMA5, are calculated for EM3 cells within 3�3 and 5�5
windows. They are required to satisfy

SIGMA5 - SIGMA3 � cut o�set

where the cut o�set is tuned for several energy bins and eta bins.

All the cuts listed above are tuned to be � 98% e�cient for testbeam

electrons. The trigger requirements are summarized in Table 4.1.

4.1.2 O�ine Cuts

After events pass the Level 2 �lters, they are further selected by o�ine

cuts. Using the nearest-neighbor(NN)algorithm, preliminary photon(PPHO)

and electron(PELC) candidates are found (see Section 3.4.1). The number of

PPHOs must be � 2. Each PPHO is required to satisfy fudicial cuts, kinematic

cuts and photon ID cuts, as shown in Table 4.2. The number of candidates

found after cuts is 333.
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O�ine Selection Cuts for Each PPHO

fudicial cuts

j�detj < 1.0, j�j < 1.0
min(j���icrack j;j�

i+1
crack

�� j)
a

2�=32
> 0.05

kinematic cuts

E1
T > 14.0 GeV, E2

T > 13.0 GeV

photon ID cuts

(see Section 3.4.2)

Hmatrix �2 < 100

Eiso�4
T < 2:0 GeV .and. Eiso�7

T < 7:0 GeV

RHCDCW < 0.5, NHCDC3D < 1

Table 4.2: O�ine Selection Requirements for Double-photon sample

a�crack refers to the cracks between the calorimeter modules, see Section 4.2.3

4.2 Geometric Acceptance

Theoretical predictions usually assume perfect detectors with no crack

and edge losses, whereas the measured results, using a particular apparatus,

always have these e�ects folded in. When one wants to compare experimental

measurements to theoretical predictions, these e�ects have to be corrected

in measurements, or in the theoretical calculations, so that one is comparing

apples to apples. The measured data are usually corrected for the losses due to

the apparatus defects; a quantity, called Geometric Acceptance (A), is de�ned

to account for them:

A =
Number of Events Detected by the Detectors

Number of Events Incident onto the Detectors
(4.1)
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4.2.1 Event Generator: PYTHIA

To describe the topology of direct double-photon events reasonably well,

we chose PYTHIA [94, 95] as the Monte Carlo event generator. The physics

processes contributing in PYTHIA are:

q q !  (4.2)

g g !  (4.3)

where the cross sections for the processes (4.2) and (4.3) are at the order of

�2EM�
0
s and �2EM�

2
s respectively. The PDF used is CTEQ2M, both initial and

�nal state radiation are turned on, and the emerging quarks and gluons are

allowed to fragment after the hard collision.

Later, we will discuss more a complete NLO QCD calculation [35] and a

resummed calculation, RESBOS [28]. As far as the � and � distributions and

their correlations are concerned, PYTHIA provides a close description of what

the resummed calculation(RESBOS) does. The di�erence in the acceptance

between PYTHIA and RESBOS are � 0.5%.

In order to enrich events in the high ET and central rapidity region, phase

space cuts, ET < 7. GeV and -3 < � < 3, are required during event generation.

After the events are generated, the z coordinate of the hard collision vertex is

smeared with a gaussian of 25 cm width. Two million events were generated

accordingly.
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4.2.2 Detector Response Simulation

In this analysis we are only concerned with photons, and the detector

response of photons can be modeled using testbeam electrons and decay elec-

trons from W ! e� and Z ! e+e�.

The energy resolution of the central EM calorimeter (CCEM) is parametrized

as [66]:

�E
E

= 0:015 � 0:13p
ET

� 0:4

E
(4.4)

where the sampling term 0:13=
p
ET was measured in the Load2 testbeam [91],

the constant term 0:015+0:006�0:015 was determined directly from the observed width

of the resonance Z ! e+e�, and the noise term 0:4=E was extracted from a

full simulation including calorimeter uranium and electronic noise and under-

lying events contribution.

For photons, the centroids of their showers and the collision vertices

determine their travel direction. Using a detailed Plate-level Monte Carlo

simulation [96], the position resolutions of the shower centroid of single elec-

trons (the same for photons) are measured as [97]:

�(r�) � 0:26 cm, �(z) � 0:21 cm

Since the (x,y) positions of the collision vertices were stable within a few

percent of a centimeter during run I, the azimuthal angular resolution is dom-

inated by the resolution of the shower centroid. Taking into account the radius

of EM3, 91.6 cm, the resolution �� is:

�� = 0:003 radians (4.5)
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When comparing the Monte Carlo hit position zMC with the zcal measured by

the calorimeter, the resolution �(zcal) was found to be dependent upon both

the zcal position and the polar angle �cal. It is parametrized as:

�(zcal) = (p1 + p2 � j�calj) + (p3 + p4 � j�calj)� jzcalj (4.6)

where the parameters p1 = 0:33183 cm, p2 = 0:52281 � 10�2 cm=degree, p3 =

0:41968 � 10�3, and p4 = 0:75496 � 10�4=degree.

4.2.3 Geometric Acceptance, A

The Geometric Acceptance(A) is de�ned as Eqn. (4.1). Two main factors
contribute to the loss that some events fail to be detected in the central calo-

rimeter (CC). One is the cracks between CC EM modules. There are 32 EM

modules arranged in a � ring in total; the crack regions between neighboring

modules are non-instrumented and are cut out by requiring the � distance

between the photon hit and the nearby cracks to be more than 5% of the

module size. For the double-photon data sample, the � distribution of each

photon is uniform, and, assuming the two photons are loosely correlated in �,

the fraction of events surviving after the � crack cuts � (90%)2 � 80%.

The other factor is the vertex smearing. The CC calorimeter physics

� spans between -1.2 and 1.2 from the nominal vertex position zvert = 0.0.

When the collision vertex z moves around the nominal position z = 0:0, the

CC e�ective � span changes so that some photons travel out of the CC coverage

and cannot be detected. This results in losing � 15% of double-photon events.
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Figure 4.2: Illustration of the determination of the Geometric Acceptance.
The distributions of ET of each photon before (a1) and after (a2) cuts. The
ratio of plot (a2) over plot (a1) bin-by-bin is what is shown in plot (b), which
is the di�erential Geometric Acceptance vs.ET .
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Geometric Acceptance

E
T 0.687 � 0.001

P 
T 0.688 � 0.002

M 0.672 � 0.003

�� 0.688 � 0.003

Table 4.3: Geometric Acceptance vs.various kinematic quantities

Combining the two factors, the geometric acceptance of double-photon events

is:

A � 80%� (1 � 15%) � 68%

For a precise determination, 2 million Monte Carlo events are used, which

are generated as described in Section 4.2.1 and fast smeared using the resolu-

tion parameters given in Section 4.2.2. The acceptance value in each bin of a

variable of interest is calculated as:

A=bin =
Events=bin when j�1;2j < 1:0; j�1;2det j < 1:0; �1;2crack cut

Events=bin when j�1;2j < 1:0
(4.7)

Fig. 4.3 shows the dependence of the Geometric Acceptance (A) upon E
T ,

P 
T , M and ��. They are found to be essentially independent of each

variable.(see Table 4.3)

4.3 E�ciencies

Before getting into the �nal candidate sample, all the events are required

to pass the selections including the trigger and the o�ine cuts. To measure the
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Figure 4.3: Di�erential Geometric Acceptance vs. (a)E
T of each photon,

(b)P 
T = j ~E1

T + ~E2
T j of the double-photon system, (c)M of the photon

pair, and (d)�� = j�1��2j of the photon pair. They are nearly constant in
all cases.
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production cross section, one must understand the e�ciencies of each selection

step.

4.3.1 Trigger E�ciencies

Level � E�ciency

The Level � requirement for double-photon events is that the level � coun-

ters must detect pp collisions and yield a fast-z information (see Table 4.1).

To study its e�ciency, a sample of W ! e� was chosen by requiring one

Level-2 �lter EM1 EISTRKCC MS having �red; this does not require Level-

� con�rmation(for trigger version 10.0 and later) [56]. Measuring the fraction

of events which have fast-z information, the Level-� e�ciency for requiring

fast-z is (see [56])

�L� = 0:98� 0:01 (4.8)

Double-photon Trigger E�ciency

The double-photon candidate sample requires that both the Level-1 trig-

ger em 2 med and the Level-2 �lter em2 gis gam are satis�ed (see Table 4.1 for

descriptions). To measure the overall trigger e�ciency, we use one \unbiased"

electron from Z ! ee decays as a diagnostic sample and send these electrons

through the trigger simulation.

The diagnostic sample is collected by selecting an inclusive Z ! e+e�

sample as follows:
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Figure 4.4: Trigger E�ciency Plots (a) and (b) for Level-2 GAM and GIS

con�gurations. The ET range shown is far above the threshold of 12 GeV.
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� Requiring at least two high ET electrons or one electron and one photon

both having ET > 20 GeV.

� Requiring both EM objects to be in the central region, j�1;2j < 1:0,

j�1;2detj < 1:0, and being away from � cracks.

� Requiring both EM objects to satisfy electron or photon ID cuts:

�21 < 100, �22 < 100.

isol frac1 < 15%, isol frac2 < 20%

Their pair mass must be in the resonance window 75 < Mee < 95 GeV.

� Requiring the Level-2 �lter em2 eis esc to have been �red.

A trigger simulation is setup with some special Level-2 �lters: EIS, ELE,

ESC, GIS, GAM, ISO, where EIS means electron shape and isolation, ELE

means electron shape only, ESC means no shape and isolation cuts, GIS

means photon shape and isolation, GAM means photon shape only, and ISO

means isolation only.

The diagnostic sample has passed the level-2 requirement, em2 eis esc.

If both EM objects have passed the Level-2 EIS requirement, either of them

may have passed the Level-2 ESC requirement. They are considered unbiased

and both of them get into the \unbiased" electron sample. If one object

satis�ed the Level-2 EIS requirements and the other failed, the failed one

must have passed through the ESC and therefore gets into the \unbiased"

electron sample. The \unbiased" electron is hence put through the trigger
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simulation, and the resulting trigger e�ciencies for the Level-2 terms GIS and

GAM are measured as:

�trig =
Num of Electrons passed the trigger in the \unbiased00 sample

Num of all Electrons in the \unbiased00 sample

(4.9)

Fig. 4.4 shows the trigger e�ciencies for GIS and GAM respectively. The

e�ciencies are constant over the ET range 26 < ET < 55; the �tted values are

�GIStrig = 0:983 � 0:003, �GAMtrig = 0:987 � 0:003

Because of the kinematics of Z ! e+e� decays, the ET of the electrons

populate the range between 25 and 55 GeV. For the double-photon data sam-

ple, photons have ET down to 13 GeV. To understand the low ET (13 < ET <

30) trigger behavior, data from special GAMMA runs with a lower threshold

of Ethres
T = 6 GeV were used for e�ciency studies. The special run trigger re-

quires the GAM in Level-2 term, and the threshold (6 GeV) e�ect in the data

is negligible for ET > 12 GeV (the e�ects on the e�ciencies are < 0.5%). The

set of data is run through the same trigger simulation as above; the measured

e�ciencies �GISspec; �
GAM
spec are corrected by the e�ciency �GAM = 0:987 of theGAM

requirement in the data set. The trigger e�ciency is therefore determined in

each ET bin as:

�GIStrig = �GISspec � 0:987

�GAMtrig = �GAMspec � 0:987

Fig. 4.5 shows the combined trigger turn-on curves for GAM and GIS, with

the threshold Ethr
T = 12 GeV for a range of 12 < ET < 60. The curves can be
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Figure 4.5: The trigger e�ciency curves for (a) GAM and (b) GIS with a
threshold of Ethr

T = 12 GeV.

�tted as the following functions:

�GIStrig (ET ) = 0:9831 � (1:0� e9:178�0:812ET) (4.10)

�GAMtrig (ET ) = 0:9874 � (1:0 � e10:890�0:965ET) (4.11)
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4.3.2 Emulated Photons

After events pass the trigger requirements, they are run through the

RECO program and preliminary photon candidates are �lled into the ZE-

BRA [78] bank PPHO. These PPHOs are further selected using fudicial cuts

and photon ID cuts ( Table 4.2 gives a complete list of the cuts). The o�ine

selection e�ciency �o� includes all the steps starting from RECO.

Before embarking on e�ciencies, it is useful to introduce the \emulated

photon" sample. The idea is that if we choose an average area of the calorim-

eter, away from jets and real objects, build an emulated photon and construct

a road associated with it. We can learn a lot about the tracking chamber

response from underlying particles and noise by looking at the hits and tracks

within the road of the emulated photon. The procedures are as follows:

� Selecting a tight Z ! e+e� sample similar to the diagnostic sample

in Section 4.3:

1. Both PELCs, E1
T > 20, E2

T > 20 GeV.

2. j�1j < 1.0 or j�1j > 1.5, j�2j < 1.0 or j�2j > 1.5.

3. �21 < 100, �22 < 100.

4. Isol frac1 < 15%, Isol frac2 < 15%.

5. 70 < Mee < 100 GeV for pair mass.

� Determining the bisector of two electrons as � = 1
2
(�1 + �2), � = 1

2
(�1 +

�2). Using the bisector as the shower centroid of an emulated photon, we

build a core cone (R=0.2) and a isolation cone (R=0.4) and �ll their E
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and ET by summing over all towers. A tracking road is also constructed

between the centroid and the vertex, and hits and tracks are found within

the road.

The constructed emulated photon sample will be used for several studies later.

4.3.3 O�ine E�ciencies

Section 3.4.1 describes how RECO programs �nd preliminary photon can-

didates (PPHOs). Since double photons have a high ET (> 12 GeV) and are

usually isolated, they can always be found by the D� nearest-neighbor algo-

rithm and satisfy the ET cut of 1.5 GeV. The EM fraction cut(> 90%) is not

so easy to verify in e�ciency. At the test beam load2, single electron beams

were used to test the CC calorimeter. Using the same algorithm as in D�,

the EM fraction cut (de�ned as EMfrac < 90%) is 100% e�cient up to 75 GeV

and is � 1% ine�cient for 100 GeV electrons. Before applying the results at

D�, one has to consider the di�erences between the test beam and D�. The

sampling fraction at the test beam is di�erent from that used for the run 1B

data, the test beam has less upstream material than D� does, and the test

beam electrons only come from vertex z=0 while the event vertex at D� has

a wide gaussian distribution with RMS = 25 cm. Taking into account these

di�erences, the EM fraction cut at D� remains > 99% e�cient for photons

up to ET = 75 GeV, based on Monte Carlo simulation.

A further cut, which requires the fraction of the energy of the highest-

energy tower over the whole cluster energy must be > 40%, is studied using
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Figure 4.6: The instantaneous luminosity L spectrum for run 1B, in the unit
of 1030cm�2s�1.

both the test beam and the Plate level Monte Carlo electrons (their vertex

being smeared as a gaussian of RMS = 25 cm). No events fail the cut.

No Tracks in the Road

The preliminary EM objects are considered as PPHOs or PELCs, depend-

ing on whether any tracks can be found in the road between the EM objects

and the vertex. What is the e�ciency for true photons to satisfy the no-track

requirement? Two e�ects will make true photons fail, listed below:

� True photons may convert when they pass through the material before

the central drift chamber (CDC). The amount of upstream material is

� 0.1X0 (X0 being radiation length) in the central region, including the

beryllium beam pipe, the VTX chamber and the TRD. The conversion
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probability (pconv) is expected to be � 0.1 for a photon to convert into

e+e� pair before it reaches the CDC. AMonte Carlo single photon sample

was generated and run through the D� detector simulation. It con�rmed

that the fraction of converted photons � 10%, i.e. the e�ciency for

photons not to convert is

�dont convert � 0:90 (4.12)

� Even if a true photon has not converted, some charged tracks from un-

derlying particles may happen to fall in the tracking road of the photon.

This loss is measured using the emulated photon sample, with an addi-

tional requirement that the ET in the isolation cone (R=0.4 - R=0.2) <

2 GeV. This isolation cut makes sure that the emulated photons have the

same environment as the true photons. The e�ciency for the emulated

photons not to have tracks in the road is

�no underlying tracks = 0:917 � 0:001 (4.13)

The two e�ciencies are uncorrelated, and the overall e�ciency for true photons

not to have tracks in their road is

�no tracks = �dont convert� �no underlying tracks (4.14)

� 0:82 � 0:01
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photons. The dashed lines show the range of uncertainty.

Calorimeter �2 and Isolation Cuts

Further tight photon ID cuts are applied to the data sample(see Sec-

tion 3.4.2). To understand the e�ciencies of �2 and Eisol
T cuts, we generated a

single photon Monte Carlo sample and put it through Plate level Geant sim-

ulation [96]. The photons are then overlaid with four sets of minibias events

which were collected at four di�erent instantaneous luminosities, covering the

range in the �g. 4.6). Here the minibias events indicate the events that are

collected when the level-� detects hard collisions. The minibias events include

the contributions from both underlying particles and electronics and uranium

noise. Due to strong correlation, the shape of the combined e�ciency of the

two cuts,

�2 < 100, Eiso�4
T < 2.0 GeV ,
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is measured using the single photon MC sample. The normalization is deter-

mined by using a clean Z ! e+e� sample. Four di�erent curves were obtained

corresponding to the four instantaneous luminosities, and they are weighted

according to the Figure 4.6. The resulting e�ciency curve as a function of E
T

is shown in Fig. 4.7.

An additional isolation cut Eiso�7
T < 7.0 GeV is applied to the data to

reduce the jet background. This is a cut more on the environment around the

photon rather than the photon itself. The e�ciency is therefore measured by

studying the ET ow of underlying particles. The emulated photon sample

(see Section 4.3.2) describes a region away from any high ET objects, and so

the ET distributions in the core cone R=0.2, the isolation cones R=(0.4 - 0.2)

and R=(0.7 - 0.2) provide a spectrum for the ET ow from underlying particles

(see Fig. 4.8).

The EM showers from electrons and photons are very narrow transversely,

with nearly all the energy being contained in the core cone R=0.2. Fig. 4.9

shows the ET leakage for 15, 20, 25 GeV testbeam electrons. Even with

underlying particles, the isolation cut Eiso�4
T < 2 GeV is > 90% e�cient.

Using the distributions in Fig. 4.8, we measured the ratio of events satisfying

both Eiso�4
T < 2:0 and Eiso�7

T < 7:0 GeV over those satisfying Eiso�4
T < 2:0

GeV. The resulting e�ciency value is:

�isol7 = 0:967 � 0:010 (4.15)
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Figure 4.8: ET ow spectrum of the underlying particles in Z ! e+e� events,
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Figure 4.9: ET ow spectrum in the isolation cone (R=0.4 - R=0.2) for test-
beam electrons with energies E = 15, 20, 25 GeV. Very small fractions of energy
leak out of the core cone, and this leakage is nearly energy independent.
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Figure 4.10: E�ciency versus the cut of the fraction of CDC hit wires when
the number of 3D hits is required to be 0.

Hits in road Cuts

The e�ciency of the Hits in Road cuts (see Section 3.4.2 for de�nition)

is determined using the emulated photon sample (Section 4.3.2). Requiring

NHCDC3D < 1 and varying the RHCDCW cut for the no-track emulated pho-

tons, the e�ciency curve is shown in Fig. 4.10. The chosen cut is RHCDCW

< 0.5, and its e�ciency is

�hits in road = 0:918 � 0:007 (4.16)

Tracking E�ciency in CDC

Before applying the hits in road cuts, some electrons from Z decay enter

the double-photon sample, as shown in Fig. 3.4. To estimate the contamination
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from Z ! ee, we will measure the tracking e�ciency in the CDC and the

rejection factor of the hits in road cuts for electrons when tracks are not found

in the road.

A sample of PELC+PELC and PELC+PPHO from Z's is selected for the

tracking e�ciency study. For each PELC or PPHO, the requirements are

� the level 1 em 2 med and level 2 ele 2 high are �red

� j�j < 1.1, � crack cut, ET > 20. GeV

� �2 < 100, isol frac < 15%

The sample is further divided into one with only one vertex and the other with

any number of vertices. The Z invariant mass spectrum is modelled using a

relativistic Breit-Wigner shape with an exponential factor which accounts for

the uncertainty of the Z production cross section [92], being further convo-

luted with a gaussian response function derived from the detector resolution

on an event by event basis. A likelihood function L is constructed for each

measurement of the mass mi and its resolution �i:

L(mi; �i;MZ ;�Z) =
Z
dm(

e��mm2

(m2 �M2
Z)

2 + m4�2

M2
Z

+Ae�Bm)
1p
2��i

e
�

(m�mi)
2

2�2
i

(4.17)

whereMZ and �Z are the input mass and width of Z from LEP results, A and

B are parameters to �t the background, and m is the best �tted mass of Z.

By maximizing ln(L), A and B can be determined and so the amount of

background is measured for both PELC+PELC and PELC+PPHO. Let us

call T to be the CDC tracking e�ciency, and Nee and Ne to be the number
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one vertex any number vertices

tracking e�ciency in CDC (91.4 � 2.1)% (89.8 � 1.9)%

Table 4.4: Single electron tracking e�ciency in CDC

of true ee pairs and true e pairs within the mass window 80 < M < 95 GeV.

After subtracting the backgrounds, the relation holds as:

Nee

Ne
=

T � T

2� T � (1 � T )
(4.18)

The tracking e�ciencies in the CDC are measured for the two samples respec-

tively, one with only one event vertex and the other having any number of

vertices. The results are summarized in Table 4.4.

Z electrons in the double-photon sample

When an electron fails to have tracks reconstructed in its road, it can

be e�ectively rejected by applying hits in road cuts. Using the above sample

with both PELC+PELC and PELC+PPHO from Z, the rejection factor is

measured as Freject = 6:6� 5:0, namely as the total number of PPHOs over

the number of the PPHOs passing the hits in road cuts.

Taking the measured Z ! e+e� cross section �ZB(Z ! e+e�) = 0.218

nb [98], the estimated number of Z events in the double-photon sample is:

NZ�backgr = L� �ZB(Z ! e+e�)�AZ � �Z � (1� T )2

� 82:36 � 218: � 0:36 � 0:9� (1 � 0:9)2

NZ�backgr � 58 (4.19)
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Looking at the mass plot of the photon pair in Fig. 3.4 and assuming a linear

background around the Z resonance on a log scale, the background is esti-

mated as � 51 � 8. It is consistent with the estimation in eqn. 4.19. After

the hits in road cuts, the number of Z remaining in the photon sample is

approximately 8 � 6.

Overall E�ciency

Taking into account of all the cuts which select our photon candidates,

the overall e�ciency is equal to:

�o�ine = �no tracks

� �hits in road

� ��2 and isol4

� �isol7 (4.20)

4.4 Background Subtraction

The background to direct photons consists of some jets fragmenting into

one leading energy �0, or �, or ! and some soft particles around it. Using

the calorimeter shower pro�le, the two photons from high energy �0 (or �,

or !) travel nearly collinearly (with a very small opening angle) and so they

are not distinguishable from directly produced photons on an event-by-event

basis. But looking at the longitudinal energy deposition, especially the en-

ergy deposited in the �rst EM layer(EM1), the nearly-collinear two photons
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are likely to deposit more energy than a single photon. We can model the

distribution of -ln(EM1/ETOT) for true photons and fakes(fakes refer to the

EM jets which are indistinguishable from the photons). Their distributions are

shown in Fig. 4.11. The data are composed of both true and fake photons, and

each fraction can be determined by �tting the distribution of -ln(EM1/ETOT)

in the data as a sum of that of true and fake photons.

4.4.1 Discriminant Distributions of True and Fake Pho-

ton Samples

To model the discriminant -ln(EM1/ETOT) of photons, a large Monte

Carlo sample of single photons is generated and run through plate level de-

tector simulation. It is further smeared by electronic and uranium noise. The

plots (a1) and (b1) in Fig. 4.11 show the EM1 fraction and -ln(EM1/ETOT)

distributions for photons.

For the fake photon sample, a large jet Monte Carlo sample is generated

by using PYTHIA. It is �ltered through several steps as below [99]:

� qq, qg, or gg are allowed to collide, and the emerging partons after the

hard collision are allowed to fragment and hadronize.

� A seed list ordered in ET is made by looping through all �0, �, and 

with ET > 5 GeV.

� The number of total charged tracks, Ntrk, is counted in the core cone

R=0.2 around each seed.
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Figure 4.11: Plots (a1) and (a2) show the distributions of the fraction of EM1
over total energy for Monte Carlo photon and fake, and plots (b1) and (b2)
describe the distributions of -ln(EM1/ETOT) correspondingly.
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� An isolation cone between R=0.4 and R=0.2 is built around each seed

particle, within which the ET sum and Eiso
T of all particles are calculated.

� One seed becomes a candidate only when:

Ntrk = 0, Eiso
T < 2 GeV, ET (R=0:2)

ET (parent parton)
> 0.6

� All candidate seeds are run through the detector simulation and then

are superimposed with zero-bias events (including electronic and uranian

noise)

� The �nal fake photon sample is further selected using the same photon

ID cuts as the data.

The distributions of the EM1 fraction and -ln(EM1/ETOT) of the fake photons

are shown in the plots (a2) and (b2) in 4.11.

The modeling of the (EM1/ETOT) distribution for Z electrons was done

as well, and was compared with Z electron data. As shown in Fig. 4.12, the

Monte Carlo reproduces the data reasonably well.

4.4.2 Constructing Discriminant Distributions for Dou-

ble Photons

The double-photon events are assumed to be made up of three possible

sources: photon-photon, photon-fake, and fake-fake. We construct the prod-

uct,
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Figure 4.12: -ln(EM1/ETOT)(left) and Log(EM1/ETOT)(right) distributions
for Z electrons from data (points) and Monte Carlo (histograms), CC only.

(� ln(EM1=ETOT ))1 � (� ln(EM1=ETOT ))2

as the event discriminant. The distributions of the discriminants are shown

in Fig. 4.13. Random numbers are generated according to the histograms of

photons and fakes. The random numbers are multiplied to make products of

three combinations, phot*phot, phot*fake and fake*fake, whose distributions

are shown in Fig. 4.13.

4.4.3 Fitting Double-photon purity �

The distribution of the double-photon event discriminant can be �lled

into a histogram of n bins, resulting in a set of numbers d1, d2...dn. Let us �ll

the histograms of the discriminant of the modeled phot*phot, phot*fake and

fake*fake in the same bins, and let fi(� ; �f ; �ff) be the expected number of
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Figure 4.13: The distributions of -ln(EM1/ETOT) for modeled photons and
fakes are shown left, and right are the product distributions for phot*phot,
phot*fake and fake*fake.

events in the bin i, where � , �f and �ff are the fractions of the respective

sources. fi(�; �f ; �ff ) can be expressed as:

fi(�
; �f ; �ff ) = ND(�

 a

i

N
+ �f

afi
Nf

+ �ff
affi
Nff

) (4.21)

where ND, N , Nf and Nff are the total number of events in the samples

of data, phot*phot, phot*fake and fake*fake respectively, and ai , afi and affi

are the number of events in the ith bin from the three modeled sources. The

fractions of the three sources have to sum up to unity:

� + �f + �ff = 1 (4.22)

Let di to be the measured number of events in the ith bin from the data

sample, the probability distribution for di is a Poisson(where fi is the expected

number):

e�fi
fdii
di!

(4.23)



124 CHAPTER 4. DATA SAMPLE AND SELECTION EFFICIENCIES

The three sources, phot*phot, phot*fake and fake*fake, are modeled using

Monte Carlo, and only have �nite number of events. Let Ai be the expected

number of events for the measured ai; ai follows a Binomial distribution. It

can be approximated as a Poisson when Ai is much smaller than the total

number of events in the sample:

e�Ai
Aai
i

ai!
(4.24)

The overall log likelihood, including the Poisson distributions for data and

the modeled three sources, can therefore be expressed as:

lnL =
nX
i=1

di ln fi � fi +
nX
i=1

;f;ffX
j

aji lnA
j
i �Aj

i (4.25)

By maximizing lnL with respect to �, �f , �ff and A
i , Af

i , Aff
i , we

can determine the fractions of the three sources. A detailed description of

the approach, Fitting using Finite Monte Carlo Samples, can be found else-

where [100, 101].

Due to their physics meaning, the three fraction parameters � , �f , �ff

can only have the value between 0 and 1, and their sum has to be equal to

1. To avoid any boundary anomaly, a transformation on the � parameters is

performed, giving the new parameters �s as follows:

� = sin2(�) (4.26)

�f = sin2(�f ) (4.27)

�ff = sin2(�ff) (4.28)

The � parameters can take any value between -� and � to guarantee the �

parameters falling in their physical range.
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Subsample E1
T < 20. E1

T > 20. E1
T > 20.

E2
T < 20. E2

T < 20. E2
T > 20.

Num Evts 113 139 81

< E1
T > 17.26 GeV 25.50 GeV 34.04 GeV

< E2
T > 15.85 GeV 16.93 GeV 28.71 GeV

� 0:76
+0:26
�0:20 0:90

+0:16
�0:28 0:79

+0:11
�0:14

�f 0:81
+0:20
�0:49 0:33

+0:35
�0:87 0:00

+0:49
�0:49

�ff 0:00
+0:48
�0:48 0:56

+0:15
�0:36 0:78

+0:11
�0:14

�
0:47

+0:25
�0:20 0:61

+0:14
�0:28 0:51

+0:11
�0:14

�f
0:53

+0:20
�0:43 0:10

+0:28
�0:10 0:00

+0:22
at limit

�ff
0:00

+0:21
at limit 0:28

+0:14
�0:24 0:49

+0:11
�0:14

Table 4.5: Summary of Double-photon Purity Fitting Results for three regions.
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Assumption E1
T < 20. E1

T > 20. E1
T > 20.

E2
T < 20. E2

T < 20. E2
T > 20.

� + �f + �ff = 1 0:72+0:18�0:19 0:66+0:15�0:16 0:57+0:17�0:17

�f = 0

� + �f + �ff = 1 0:63+0:19�0:19 0:55+0:17�0:17 0:46+0:22�0:22

�f = �ff

� + �f + �ff = 1 0:46+0:27�0:25 0:37+0:23�0:23 0:31+0:33�0:28

�ff = 0

Table 4.6: Fitted results for three assumed cases.

The double-photon data sample is divided into three subsamples. The

log-likelihood �tting is performed for each subsample. The resulting fraction

of the true photon*photon events in the data sample is called � , which will

be denoted as the  purity sometime. The results of these �ts are summarized

in Table 4.5, where the errors are the statistical errors of the �t.

We notice the strong decrease of one background fraction, �f , with in-

creasing PT , accompanied by a strong increase of the other background, �ff .

This indicates an instability of the �t with two independent parameters. To

estimate this e�ect, we performed some tests by reducing this two-parameter

�t into a one-parameter �t. Three cases are considered, listed as follows:

1. assume one background source, phot*fake, is negligible.

� + �f + �ff = 1 and �f = 0

2. assume two background sources, phot*fake and fake*fake, are equal.
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Subsample E1
T < 20. E1

T > 20. E1
T > 20.

E2
T < 20. E2

T < 20. E2
T > 20.

� jtest 0:53� 0:17 0:49 � 0:15 0:46 � 0:15

Table 4.7: Likelihood weighted � jtest values for three subsamples.

� + �f + �ff = 1 and �f = �ff

3. assume the other background source, fake*fake, is negligible.

� + �f + �ff = 1 and �ff = 0

The resulting �ts are summarized in Table 4.6. The log likelihood as a function

of any two of the three parameters �, �j and �jj above shows a strong

correlation between the two parameters. E�ectively varying the paramters

within their full range but using the likelihood function L as a weight we

calculate for each ET range the average  purity and its variance, called

� jtest and �2(� jtest), as follows,

�jtest =
Z
�Ld�d�f (4.29)

Its associated uncertainty, called �2(� jtest), is equal to

�2(� jtest) =
Z
(� � �test)

2Ld�d�f (4.30)

The resulting values are listed in Table 4.7. Within the �tting statistical

errors, we see no evidence for an ET dependence of the  purity � . The

�tted fraction �s in Table 4.5 are consistent with the test results in Table 4.7

within the �tting uncertainties.

Even though the MonteCarlo (EM1/ETOT) distribution has been com-

pared with Z electrons, and has shown good agreement (see Fig. 4.12). The
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Subsample E1
T < 20. E1

T > 20. E1
T > 20.

E2
T < 20. E2

T < 20. E2
T > 20.

�(�)
�

42% 52% 22%

Table 4.8: The total errors for � .

(EM1/ETOT) distribution for electrons from Z decay occupies the range from

0.01 to 0.1, (see Fig. 4.12), whereas the (EM1/ETOT) distribution for photons

has a sizable fraction below 0.01 (see Fig. 4.11). In view of the good agreement

of the data and Monte Carlo distributions in Fig. 4.12, we assume that the

Monte Carlo distribution extrapolates the EM1/ETOT distribution well into

the region below 0.01. Later on, we will refer the (EM1/ETOT) distribution

as the discriminant distribution.

To estimate the uncertainties resulting from the shapes of the discrimi-

nants, each bin of the discriminant distribution is uctuated by one standard

deviation randomly up or down. They are then multiplied to form the products

of three combinations, phot*phot, phot*fake and fake*fake, and the resulting

histograms are smoothed. The log likelihood �tting is performed once more

on data with the three new discriminant distributions. The biggest change in

the �tted result � is � 25 %. The �nal errors are calculated by adding this

25% and the errors above in quadrature, as listed in Table 4.8. The phot*phot

fraction �, sometimes called purity, will be used in the cross section deter-

mination in Chapter 6.
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Chapter 5

Cross Sections and Error Analysis

The di�erential cross sections for direct double-photon production are

determined as:

d�

dX
=

�

�X L A �trig �o�
N (5.1)

where X refers to the kinematic quantities, the single photon transverse en-

ergy E
T , the double-photon pair mass M , the transverse momentum of the

double-photon system P

T and the azimuthal opening angle of the pair ��.

L refers to the integrated luminosity, A the geometric acceptance, �trig the

trigger e�ciency, �o� the o�ine e�ciency and � the fraction of the true

photon*photon events. Let us assign a weight wi to each event as:

wi =
�

�X L A �trig �o�
(5.2)

The cross section in each �X bin is equal to the sum of the wi. We use the

statistical uctuation of the signal sample in each bin as its statistical error

(�stat)2 =
X

w2
i (5.3)
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The rest of the chapter will discuss the systematic errors for cross sections

from each component in (5.1).

5.1 Systematic Errors

5.1.1 Luminosity and Acceptance

Section 2.1.3 describes how in D� the luminosity monitor constant is

determined and from it the integrated luminosity L. The associated error is

�L

L
= 5:4% (5.4)

To determine the systematic error of the geometric acceptance A, three

sets of PDF: CTEQ2M, CTEQ3M and MRSA, are chosen to generate PYTHIA

double-photon events. The di�erences are � 3%. Taking into account the

statistical uncertainties in determining the acceptance, 0.1 - 0.3 % (see Sec-

tion 4.2.3), the overall systematic error on A is

�A

A
� 3% (5.5)

Both errors from the luminosity and the acceptance only a�ect the normaliza-

tion of the cross sections, and don't change their shapes.

5.1.2 Trigger and O�ine E�ciencies

The trigger turn on curves are shown in Fig. 4.5. The curves are moved

up and down coherently by one standard deviation, derived from the errors of
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the �tted parameters. The resulting changes in the cross sections are: 2.3 -

9.0 %, varying from bins to bins.

In the same way, the o�ine e�ciency curves (see Fig. 4.7) are moved up

and down to study the resulting errors of the cross sections, which are 0.8 -

2.0 %.

5.1.3 EM Energy Scale

The EM energy scale uncertainties are reected by the following equation:

E
meas = � E


true + � (5.6)

where the uncertainties are (see Section 3.5.2):

� = 0:9514 � 0:0018+0:0061
�0:0017 (5.7)

� = �0:158 � 0:015+0:03
�0:21 GeV (5.8)

If the energy is measured wrongly by one standard deviation from both

� and �, the resulting changes in the cross sections are around 1 - 7 %.
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Chapter 6

Summary and Conclusion

Taking the acceptance A, the e�ciencies �trig, �o�, and the  purity �

in Chapter 4 and the error analysis in Chapter 5, we are ready to present

the di�erential cross sections of direct double-photon production d�=dE
T ,

d�=dM , d�=dP 
T and d�=d�� .

6.1 The Di�erential Cross Sections

Equation 5.1 describes how the di�erential cross sections are determined.

Fig. 6.1 shows the double-photon cross section vs E
T , and Figs. 6.2, 6.3 and 6.4

are the cross section vsM , P 
T and �� respectively. The measured values

are listed in Table 6.1, 6.2, 6.3 and 6.4. The error bars in the plots are sta-

tistical only. The systematic uncertainties include the contributions from the

integrated luminosity L, the geometric acceptance A, the trigger e�ciencies

�trig(E1
T ; E

2
T ) and the o�ine e�ciencies �o�(E1

T ; E
2
T ) discussed in Section 5.1,
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and the photon-photon purity � in Section 4.4.3. The total systematic un-

certainties are calculated by adding them in quadrature.

6.1.1 Theoretical Predictions and Comparisons

The measured cross sections are compared to three theoretical predic-

tions, NLO QCD calculation [35], Resummed QCD calculation [28, 29] and

PYTHIA [95], as shown in Figs. 6.1, 6.2, 6.3, 6.4. PYTHIA is a Monte

Carlo program, including the Born, the Bremsstrahlung and the Box dia-

grams(see 1.5), and the parton shower modeling. The resummed QCD calcu-

lation(RESBOS) so far does not extend to high transverse momenta(P 
T ) of

photon pair. In Fig. 6.1 and 6.2, data agree reasonably well with the NLO

QCD calculation and PYTHIAMonte Carlo. Both models, however, are above

the data points at the high E
T and M tails. At the low M end, PYTHIA

underpredicts the cross section than the NLO QCD calculation.

One may expect the resummed QCD calculation to describe the data

better at small P 
T and large ��, whearas the NLO QCD prediction is

better at large P 
T and small ��, as shown in Fig. 6.3 and 6.4. Note that

PYTHIA Monte Carlo(including parton shower modeling) �ts the small P 
T

and large �� as well, not unexpected. Except the overall normalization in

PYTHIA is a little low.
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E
T Bin < E

T > Events per GeV d�=dE
T (pb/GeV)

(GeV) (GeV) (Num/GeV) ( � stat � syst)

16 - 18 16.90 54.0 � 5.2 1.377 � 0.133 � 0.524

18 - 20 19.00 48.0 � 4.9 1.184 � 0.122 � 0.452

20 - 22 20.94 37.0 � 4.3 1.013 � 0.119 � 0.641

22 - 24 22.89 26.0 � 3.6 0.684 � 0.096 � 0.256

24 - 28 25.87 16.5 � 2.0 0.422 � 0.053 � 0.145

28 - 32 29.69 10.5 � 6.5 0.257 � 0.040 � 0.080

32 - 40 35.30 3.87 � 0.69 0.0922 � 0.0167 � 0.0279

40 - 56 47.11 1.75 � 0.33 0.0402 � 0.0077 � 0.0118

56 - 80 66.69 0.292 � 0.110 0.0068 � 0.0026 � 0.0020

Table 6.1: The di�erential cross section values d�=dE
T vs E

T .

6.1.2 Integrated Cross Section

With the di�erential cross sections determined, we can calculate the in-

tegrated total cross section within the kinematic cuts. The total cross section

is equal to

�pp!+X = 8:7� 1:5(stat)+2:9
�3:4(syst) (6.1)

while the predicted total cross section by PYTHIA is equal to

�pp!+X j
PY THIA = 7:1 � 0:2(stat) (6.2)

6.2 Conclusions

The measurement of direct double-photon production provides a precise

test of QCD. The data sample, corresponding to
R
Ldt = 82:36pb�1, shows
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M Bin < M > Events per GeV/c2 d�=dM (pb/GeV/c2)

(GeV/c2) (GeV/c2) (Num/GeV/c2) ( � stat � syst)

10 - 20 13.95 0.60 � 0.24 0.0178 � 0.0073 � 0.0091

20 - 28 24.26 2.12 � 0.52 0.0609 � 0.0148 � 0.0238

28 - 32 30.33 8.75 � 1.48 0.242 � 0.0411 � 0.104

32 - 36 34.17 13.50 � 1.84 0.358 � 0.0492 � 0.134

36 - 40 37.95 15.75 � 7.94 0.425 � 0.0543 � 0.176

40 - 44 41.79 12.50 � 1.77 0.340 � 0.0486 � 0.155

44 - 48 45.85 7.25 � 1.35 0.188 � 0.0352 � 0.076

48 - 56 51.70 3.75 � 0.68 0.0903 � 0.0166 � 0.0285

56 - 64 58.85 2.75 � 0.59 0.0608 � 0.0130 � 0.019

64 - 80 69.87 0.75 � 0.22 0.0170 � 0.0049 � 0.0050

80 - 132 93.99 0.269 � 0.072 0.0058 � 0.0016 � 0.0019

Table 6.2: The di�erential cross section values d�=dM vs M .

reasonable agreement between the data and the NLO QCD in the high Q2

region and a reasonable agreement between the data and a Resummed QCD

calculation(RESBOS) and PYTHIA in the low Q2 region. The direct double-

photon process is also the dominant background for the SM higgs search in

the intermediate mass range 80�MH�150 at the LHC. This measurement at

the Tevatron can help us to have better understanding of QCD, and improve

the prediction of the background for the SM Higgs search at LHC.
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P 
T Bin < P 

T > Events per GeV/c d�=dP 
T (pb/GeV/c)

(GeV/c) (GeV/c) (Num/GeV/c) ( � stat � syst)

0 - 2 1.242 12.5 � 2.5 0.303 � 0.0609 � 0.113

2 - 4 3.028 31.5 � 4.0 0.796 � 0.1009 � 0.262

4 - 6 4.954 20.0 � 3.2 0.504 � 0.0802 � 0.148

6 - 8 6.883 20.5 � 3.2 0.552 � 0.0870 � 0.197

8 - 10 9.058 14.0 � 2.64 0.391 � 0.0750 � 0.153

10 - 12 11.081 12.0 � 2.45 0.325 � 0.0672 � 0.116

12 - 14 13.094 12.0 � 2.45 0.344 � 0.0711 � 0.143

14 - 16 14.741 6.0 � 1.73 0.166 � 0.0482 � 0.0605

16 - 20 17.693 3.75 � 0.97 0.1087 � 0.0284 � 0.0474

20 - 24 21.714 3.0 � 0.87 0.0818 � 0.0240 � 0.0249

24 - 32 27.213 2.75 � 0.59 0.0749 � 0.0162 � 0.0265

32 - 40 35.689 2.00 � 0.50 0.0602 � 0.0152 � 0.0320

40 - 56 44.575 0.437 � 0.165 0.0116 � 0.0044 � 0.0046

56 - 80 71.096 0.167 � 0.083 0.0042 � 0.0021 � 0.00149

Table 6.3: The di�erential cross section values d�=dP 
T vs P 

T .
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Systematic Uncertainties

D0 Preliminary
pp

-
 → γ γ + X,  82.4 pb-1

| η | < 1.0,  ET
1 > 14. ET

2 > 13.
NLO QCD, CTEQ2M,µ=ET
PYTHIA, CTEQ2M

Figure 6.1: The di�erential cross section d�=dE
T .
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Systematic Uncertainties

D0 Preliminary
pp

-
 → γ γ + X,  82.4 pb-1

| η | < 1.0,  ET
1 > 14. ET

2 > 13.
NLO QCD, CTEQ2M,µ=ET
PYTHIA, CTEQ2M

Figure 6.2: The di�erential cross section d�=dM .
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Systematic Uncertainties

D0 Preliminary
pp

-
 → γ γ + X,  82.4 pb-1

| η | < 1.0,  ET
1 > 14. ET

2 > 13.
NLO QCD,CTEQ2M,µ=ET

RESBOS (Balazs et al.)

PYTHIA, CTEQ2M

Figure 6.3: The di�erential cross section d�=dP 
T .
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Systematic Uncertainties

D0 Preliminary
pp

-
 → γ γ + X,  82.4 pb-1

| η | < 1.0,  ET
1 > 14. ET

2 > 13.

NLO QCD, CTEQ2M,µ=ET

RESBOS (Balazs et al.)

PYTHIA, CTEQ2M

Figure 6.4: The di�erential cross section d�=d��.
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�� Bin < �� > Events per radian d�=d�� (pb/radian)

(radian) (radian) (Num/radian) ( � stat � syst)

0.0000 - 0.9817 0.6102 9.1677 � 3.056 0.2726 � 0.0913 � 0.1444

0.9817 - 1.3744 1.2484 25.4654 � 8.053 0.7104 � 0.2267 � 0.2877

1.3744 - 1.7672 1.5868 38.1981 � 9.8627 1.0927 � 0.2846 � 0.4440

1.7672 - 2.1598 1.9987 30.5584 � 8.821 0.8200 � 0.2395 � 0.2872

2.1598 - 2.3562 2.2441 61.1169 � 17.643 1.6676 � 0.4864 � 0.5848

2.3562 - 2.5525 2.4501 122.234 � 24.951 3.1846 � 0.6573 � 1.0793

2.5525 - 2.7489 2.6593 142.606 � 26.950 3.7890 � 0.7259 � 1.3347

2.7489 - 2.9452 2.8701 381.981 � 44.107 9.9268 � 1.1594 � 3.1806

2.9452 - 3.0434 2.9998 641.727 � 80.850 16.347 � 2.0812 � 5.2904

3.0434 - 3.14159 3.0955 865.823 � 93.912 21.717 � 2.3796 � 6.4979

Table 6.4: The di�erential cross section values d�=d�� vs ��.
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